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Abstract

Over the last ten years the literature in experimental economics has

seen a growing interest in groups and how they compare to individuals

in different settings. This paper contributes to the literature on this

topic by investigating the comparison between groups and individuals

with respect to intertemporal consumption problems. Empirical ev-

idence has shown how dynamic optimization problems, representing

intertemporal consumption decisions, involve computational difficul-

ties that agents are not always equipped to solve optimally. Several

econometric estimations on household and aggregate data seem to

show that people do not save enough. Similarly, in many experiments,

results suggest that people are very different in how they solve this

class of problems and in how they react to changes in the decision envi-

ronment. We present an experiment comparing group and individual

planning under risk and uncertainty. Our study is focussed on inves-

tigating how groups perform in intertemporal decision making tasks,
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1 INTRODUCTION

in particular observing the significance of group planning compared

to individuals when choosing under risk and uncertainty. Results sug-

gest that groups perform better than individuals when planning under

risk, while the opposite happens in the case of planning under uncer-

tainty. Interestingly, when comparing the behaviour of our agents in

the second lifecycle (denominated ”sequence”) groups seem to lose all

their advantage on individuals (in terms of less deviation from opti-

mum). We interpret this as a ”stability effect” caused by the random

matching rule adopted during the groups sessions.

Keywords: Collective Decision Making, Intertemporal Consumer Choice,

Life Cycle, Risk, Uncertainty, Laboratory Experiments

JEL classification: D12, D91, D81, C91, C92

1 Introduction

Over the last ten years the literature in experimental economics has seen a

growing interest in groups and how they compare to individuals in different

settings. The main reason is that every day, decisions are taken by groups

of different forms and nature (committees, households, boards of directors,

groups of advisors and so on) ”[...] rather than [by] isolated individuals”1.

In domains where economic theory is silent about the effect of the type of

agents or where experimental research is focussed solely on individuals, the

natural question becomes, whether and in which contexts there are signifi-

cant differences between these decision makers. As remarked in Cooper and

Kagel (2005), this silence of economic theory on the ”qualitative” difference

between groups (of any form) and individuals may constitute a severe prob-

lem especially when assuming a substantial equivalence of behaviour between

these two types of agents. Although many seem to believe that groups may

have an advantage over individuals when it comes to the efficiency of deci-

sions, this is not at all clear. Baker et al. (2008), among others, note that

1Bone et al. (1999) p. 63.
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1 INTRODUCTION

in other social sciences, in particular in social psychology, researchers have

extensively studied the nature of groups, the dynamics among members, how

interactions within a group affect decision making and how it compares with

individual decisions2. In particular, this literature highlights how the perfor-

mance of groups may vary significantly in relation to the specific task and

describes a number of dynamics (e.g. groupthink) that might undermine the

efficiency of group decision making. For these reasons, from the viewpoint of

economic policy, it becomes of critical importance to gather evidence on the

specific contexts in which groups may outperform individuals and vice versa.

This paper contributes to the literature on this topic by investigating the

comparison between groups and individuals with respect to intertemporal

consumption problems. The aim of this study is to gather new evidence on

group decisions and how they compare to those of individuals, in the contexts

of decision making under risk and under uncertainty.

Empirical evidence has shown how dynamic optimization problems in-

volve computational difficulties that agents are not always equipped to solve

optimally. For example, empirical analyses on household and aggregate data

seem to show that people do not save enough (Browning and Lusardi, 1996).

Similarly, in many experiments, results suggest that people are very different

in how they solve this class of problems and in how they react to changes in

the decision environment. Carbone and Hey (2004) present an experiment on

intertemporal decision making in a lifecycle context with risky income. They

find that their participants do not optimize and tend to overreact to changes

in the employment/unemployment status, also showing that subjects differ

substantially in their actual planning horizon. Ballinger et al. (2003) devise

an experiment focussed on social learning, in an intertemporal consumption

context with risky income. In this study social learning is realized as over-

lapping generations of participants, so that following players can learn from

their predecessors (in groups of three). Results show that although subjects

do not optimize, social learning seems to constitute an important force, driv-

2For some references on these topics in social psychology, see Baker et al. (2008)
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ing planning closer to optimization. A similar result is reported in Brown et.

al. (2009) where two studies are presented: the first, a typical intertemporal

problem where learning ”by repetition” is compared to ”social learning”; a

second study, where visceral temptations are introduced. The salient dif-

ference between these two studies is the use of beverage rewards instead of

money rewards introduced in one lifecycle of the second study. Results show

that learning has a positive effect on optimization but this effect is smaller

than the one produced by social learning. Visceral factors seem to parallel

learning from experience. Indeed, when rewards are immediate (instead of

delayed), the effect is similar to the case of no experience.

In recent years a significant number of experimental studies have investi-

gated the comparison of groups (or teams) and individuals, with respect to

different contexts. Bone et al. (1999) investigate whether groups are more

or less consistent to Expected Utility than individuals, finding no significant

differences. They also find that individual EU consistency seems not to be

improved by repetition, or by previous experience within groups. This lat-

ter result is somewhat in contrast with Baker et al. (2008) who focus on

lottery-choice experiments using groups composed of three members. In par-

ticular, in one of their treatments (called ”sequenced”), in which participants

first play individually, then in groups and finally again as individuals, results

show a significant group effect, in terms of impact on behaviour. Baker et

al (2008) also find that risk aversion is not significantly different between

groups and individuals, although groups seem to be more consistent with

risk-neutral preferences in certain cases. On a different note, Bateman and

Munro (2005) investigate conformity to Expected Utility and, similarly to

Bone et al. (1999), they find that groups and individuals are not significantly

different in how they deviate from EU. Also, in contrast with Baker et al.

(2008), groups exhibit a higher risk aversion than individual members. An in-

teresting feature of this study, which might have contributed to the difference

in results from Baker et al. (2008), is the fact that groups are established

couples in real life and not random subjects matched together during the

experiment. In a later study, Bateman and Munro (2009) focus their atten-
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tion on contingent valuations and, in particular, on the relationship between

household and individual stated preferences. In their field experiment, the

main question is whether values elicited from a household are significantly

different than those elicited by its members taken separately. Their results

support the conclusion that valuations are significantly different regardless

of whether they are elicited from the household or from one of its members

(though it remains unclear which one is more accurate).

A large part of this literature focuses on game theoretical applications

where agents are compared with respect to their strategic thinking and learn-

ing ability. Cooper and Kagel (2005) explore strategic play in signalling

games to investigate the effect of learning across games (transfer). They find

that groups are able to develop strategic play significantly faster than indi-

viduals, outperforming individuals especially in cases where learning is diffi-

cult. Charness and Jackson (2007) focus on the Stag Hunt game, observing

whether groups (of two members) play in a significantly different way than

individuals. Results support the conclusion that agents are indeed different

in how they play the game. Feri et al. (2010) build on Charness and Jackson

(2007) using several types of coordination games, teams of three subjects that

are allowed to communicate with each other and designing games involving

strategic interactions among five players (groups or individuals) instead of

two, as in Charness and Jackson (2007). In their experiment they find that

teams coordinate more efficiently than individuals. Kocher and Sutter (2005)

focus on beauty contest games finding that groups are not necessarily bet-

ter decision makers than individuals, but they are faster learners. Bornstein

and Yaniv (1998), however, find support for the conclusion that groups are

strategically more rational than individuals when playing ultimatum games.

Moreover, Cason and Mui (1997) investigate group and individual behaviour

in dictator games, finding that group decisions seem to be ”[...] dominated

by the more other-regarding member [...]”3. More recent experiments seem

3Cason and Mui (1997), p. 1480. The authors also underline that for these teams, their
choices tend to be more other-regarding than those of individuals, although this difference
is modest
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to confirm that groups outperform individuals in strategic settings. Sutter et

al. (2010) show that groups play strategically with a higher probability than

individuals and more often, in one shot normal-form games. Maciejovsky et

al. (2010) study the impact of groups on market behaviour. Their findings

confirm that groups are faster learners than individuals and that there seems

to be a significant effect of team experience on subsequent individual deci-

sions (as in Baker et al. 2008).

To our knowledge there has not been any attempt to compare the be-

haviour of individuals and groups in an intertemporal consumption context.

The experiment features four treatments: individual and group decision mak-

ing, under risk and under uncertainty. Four separate samples have been used,

two for individuals and two for groups. This means that this experiment

does not measure the effect of participating in group planning on subsequent

individual tasks. The groups used in the experiment have a single set of

preferences (stable and transitive); that is, members do not have individual

preferences but operate as part of one common entity4. The motivation for

this choice is to isolate as much as possible the ”pure” effect of group deci-

sion making in order to be able to observe whether the interaction in groups

improves the intertemporal consumption strategy with respect to individuals

both under risk and uncertainty.

The paper proceeds as follows: the theoretical background is described

in Section 2; Section 3 presents the experimental design while results are

analyzed in Section 4 and discussed in Section 5.

4In some ways there is similarity to the ”unitary” model of households (see Browning,
Chiappori and Lechene, 2006). The use of more complex approaches , although attractive,
would have added too many dimensions to the definition and dynamics within groups,
which goes beyond the objectives of this study.
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2 Theory

This study considers an agent living for a discrete number of periods (T )

and having intertemporal preferences represented by the Discounted Utility

model with a discount rate equal to zero. In each period, she receives utility

from consumption; utility is assumed to have a functional form of the CARA

type:

U(c) =

(
k − e−ρc

ρ

)
α,

where c is consumption, α and k are scaling factors and the Arrow-Pratt

coefficient of (absolute) risk aversion is equal to

ARA(c) = −U
′′(c)

U ′(c)
= ρ5.

The objective is then to maximize the expected lifetime utility, that is6

maxEt

[
T∑
t=1

βU(ct)

]
(1)

subject to

wt+1 = at+1 + y = (1 + r)(wt − ct) + y

where w is available wealth, a represents available assets or savings at the

beginning of period t+ 1 and y is income. In each period of her lifecycle, the

agent receives either a high or a low income, with probabilities p = q = 0.5.

The rate of return is known and held fixed during the lifecycle. Also, borrow-

ing is not allowed, that is, wealth must always be greater or at most equal

to zero. Finally, the agent has no bequest motives, that is, any savings are

lost after the last period (T ). The problem is then to choose the sequence of

consumption (from period 1 to period T ) that maximizes (1).

The standard procedure to solve this kind of problems is to use Dynamic

5In the experiment parameters were set as follows: ρ = 0.1, k = 10 and α = 5
6Having set the discount rate equal to zero, β equals 1, so the same can be expressed

by: E(U(ct) + U(ct+1) + · · ·+ U(T )).
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Programming, through Backward Induction. The Bellman Equation of the

problem has been determined as

Vt(wt) = U(c∗t ) + E
[
Vt+1(w∗t+1)

]
(2)

where Vt is the value function, wt represents available wealth and E is the

expectation operator. Equation (2) may also be expressed as

Vt(wt) = U(c∗t ) +

[
1

2
Vt+1(w∗Lt+1) +

1

2
Vt+1(w∗Ht+1)

]
(3)

where

w∗Lt+1 = (1 + r)(wt − c∗t ) + yL

w∗Ht+1 = (1 + r)(wt − c∗t ) + yH .

In other terms, the expectation7 is resolved by considering the two possible

events: low income, yL, and high income, yH . Wealth in period t+1 is optimal

because it is determined by the (optimal) consumption choice in t. The value

function establishes a recursive relation between current and future decisions.

In the specific case of this study, some restrictions have been imposed on

variables. In particular, as anticipated, borrowing is not allowed (wt ≥ 0)

and all variables are rounded to the nearest integer. For this reason a nu-

merical solution of the problem had to be computed. The figure below shows

an example of an optimal solution determined by the Maple optimization

program.

7In the risk case the probabilities of the two possible events are each one-half; in the
ambiguity case we assume that the subject works with the same probabilities.
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3 EXPERIMENTAL DESIGN

3 Experimental Design

In order to investigate the difference between individual and group planning

and the effect of risk and uncertainty on intertemporal decision making, an

experiment composed of four treatments has been designed, resulting from

the combination of the experimental variables considered. Using a two by two

factorial design, it was possible to gather data about individual and group

decision making under risk and under uncertainty.

In each session participants played two independent sequences of 15 pe-

riods each. The final payoff was calculated on the results of one sequence.

At the end of the experiment there was a public procedure devised to ran-

domly determine the paying sequence. Instructions provided definition for

sequences and periods and also clarified what was meant by ”independence”

of sequences. In each period of a sequence, participants would receive in-

come, denominated in ”tokens” (experimental currency unit), that, together

with previous savings would give available wealth8. Instructions asked partic-

8During the experiment expressions like ”income”, ”wealth”, ”consumption” or ”util-
ity” were carefully avoided.
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ipants to decide how many of their available tokens to convert into ”points”,

knowing that, at the end of the experiment, the total points accumulated

would be converted into money at a fixed rate (2 Euros per 100 points). In-

structions also explained how to use the utility function (called ”conversion

function”), briefly pointing out some important features, such as the prop-

erty of decreasing marginal utility9.

As anticipated in the previous section, participants would receive their

income, high (15 tokens) or low (5 tokens), with a probability of 0.5. This

probability was public knowledge in the case of risk, and totally unknown in

the case of uncertainty. In each period, income was determined by a random

draw from a non-see-through bag. In particular, the two events were colour

coded such that the bag contained an equal number of balls in both colours.

In the case of risk, at the beginning of the experiment, one participant was

asked to publicly open the bag and count the balls, so that it would be ob-

vious to all that there was no deception involved. In the case of uncertainty

this procedure was simply omitted. When drawing a ball, participants were

asked to shuffle the content of the bag and then pick one ball to show to

everyone. The ball was then placed back into the bag so as not to alter the

probability of future draws.

When making a decision, participants were made aware that tokens saved

would produce interest (at a fixed rate of 0.2) which, in the next period, would

be summed to savings and income to give the total of tokens available for

conversion. Instructions also explained that all variables were integers. In

particular, participants were advised that interest would be rounded to the

nearest integer, and examples were given to clarify this procedure. Finally,

participants were told at different points of instructions that any savings left

over at the end of the last period (the fifteenth) would be worthless.

9Again, there was no explicit reference to decreasing marginal utility but, rather, to
”increments at a decreasing rate”

10



3.1 Individual Decision Making 3 EXPERIMENTAL DESIGN

3.1 Individual Decision Making

In the case of individual planning, participants were randomly allocated to

computers. Any contact with others, apart from the experimenters, was for-

bidden. For each decision participants had one minute where they could

try different conversions (using a calculator), however they were not permit-

ted to confirm their decision before the end of the minute. This procedure

was implemented to induce participants to think about their strategy. The

software included a calculator to allow subjects to view the consequences

of their decisions (in terms of future interest, savings and utility) and to

compare alternative strategies.

3.2 Group Decision Making

Participants of group sessions were randomly paired at the beginning of each

sequence. A random matching rule was enforced, imposing that the same

subjects could not be partners more than once. Groups were formed at the

beginning of each sequence with the intention of isolating the performance of

groups to the greatest extent possible. As in the treatment with individuals,

a strict no talking rule was imposed (with the exception of members within

the group). Groups had a total of three minutes to discuss and confirm a

decision however a choice could only be confirmed after one minute. In order

to limit the length of sessions, after the three minutes time, if no decision

was confirmed by members, the computer would randomly choose between

the last two proposals10. To facilitate interactions between members and

increase information about groups strategies, an instant messaging system

was made available, to chat within the group. Participants were informed

about the fact that the software was recording all their messages and that

the system was available from the beginning to the end of each period. Par-

10The software recorded all proposals. When members did not confirm a decision within
3 minutes, the computer would pick the last proposal of each member and would randomly
pick one as representative of the group. This did not happen very frequently. In the case
of risk we recorded 58 cases of ”disagreement” out of 840 decisions (7%). In the case of
uncertainty we had 54 cases out of 900 decisions (6%). Preliminary regressions suggested
that disagreement was not a significant regressor.

11



3.3 Payment 3 EXPERIMENTAL DESIGN

ticipants could exchange all kind of messages with their partner but they

were not allowed to reveal their identity, encourage their partner to share

identifying information or use inappropriate language11. Instructions pro-

vided a detailed explanation of how to interact with one’s partner and how

to confirm a decision. Partners had to take turns in making proposals as

well as take turns as ”first proposers”, that is, who initiated the exchanges

of proposals in a period12. The person whose turn it was to make a pro-

posal, selected the available button labeled ”Propose” which submitted to

their partner. By sending a proposal the turn passed to the other group

member, who had to make a counter-proposal. During this process, both

partners had a calculator available to try different conversions and check the

consequences of each of them. As mentioned above, partners could not con-

firm a group decision before one minute. For that reason, they could only

use the ”Propose” button; a ”Confirm” button was only available after the

one minute time limit. To confirm a proposal, a group member had to press

the ”Confirm” button, hence confirming her partner’s last proposal; other-

wise she could still make a counter-proposal and pass the turn to her partner.

After instructions were provided in both individual and group planning

sessions, a quiz was distributed to test participants’ understanding of the

experiment. Afterwards, participants were given some time to practice with

the software, in particular with the calculator and the system for group

interaction. All sets of instructions included a picture of the utility function

and two tables with examples of conversions and of the interest mechanism13.

3.3 Payment

The final payoff was the conversion into money of the total of points accumu-

lated in one sequence. The computer randomly determined which sequence

11After analyzing all messages exchanged, findings suggest that participants largely
complied with these rules.

12In the first period of a sequence, the computer would randomly determine the ”first
proposer”; after that, partners would take turns exchanging proposals.

13This material is available in the Appendix.
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4 ANALYSIS OF RESULTS

would be considered for payment. Instructions explained that points would

be converted into money at a fixed rate of 2 Euros per 100 points. In the

case of group decision making, both partners would receive the payoff calcu-

lated as described above. This design choice was made so as to not alter the

framing of incentives between treatments. Also, the choice of not imposing

a sharing rule or letting participants enter into bargaining on how to share

the payoff, was motivated by considerations on how this might have altered

the behavior of participants during the experiment.

A total of four sessions for groups treatments were run (three sessions

for each individual treatment), between the laboratory at Università degli

Studi di Salerno and LabSi at Università degli Studi di Siena. Participants

were undergraduate students of different disciplines from both universities.

Fifty-four participants took part in the sessions for individual decision mak-

ing; twenty-eight under risk and twenty-six under uncertainty. One hundred

and sixteen participants took part in the group sessions (58 groups of two);

twenty-eight in sessions with risk and thirty in sessions with uncertainty.

The experiment was programmed and conducted with the software z-Tree

(Fischbacher 2007).

4 Analysis of results

Results are discussed in four subsections. The first subsection presents a

descriptive analysis of data, offering a first comparison between treatments.

In the second subsection, group and individual planning as well as decision

making under risk and under uncertainty are compared using regression anal-

ysis. In the third subsection, as in Ballinger et al. (2003) and Carbone and

Hey (2004), treatments are compared with respect to participants’ estimated

planning horizon. Finally, in the fourth, and last, subsection the content of

chat messages recorded during the experiment is discussed. In particular,

the analysis will focus on the degree of collaboration within groups and the

frequency of strategic talking, alongside a more general investigation of the

strategies employed by participants.

13



4.1 Descriptive Analysis 4 ANALYSIS OF RESULTS

4.1 Descriptive Analysis

Table 1 reports a summary of results of the experiment, organized by treat-

ment. In each sub–table sessions and lifecycles are kept separated. The first

row is the ”Total optimal points”, that is, the maximum utility achievable in

a sequence, given the actual distribution of income. The second row reports

the average total of points accumulated by participants during a sequence

(the standard deviation is reported in the third row). Row four shows the

deviation from the optimal total, that is, the difference between the second

and the first rows. Finally, in the last two rows the total of income actually

received in each sequence is reported followed by the number of observations

(number of individuals or groups) in the session.

As Table 1 shows, deviations from maximum utility reveal a general pat-

tern of sub-optimal behaviour; in all treatments (all four sub-tables), the

average of actual total points is always less than the optimal total points.

In many cases participants seem to be able to reduce this deviation in the

second sequence. Although this study is not focussed on the effect of learn-

ing, the regression analysis will further explore how playing a second lifecycle

affects individual and group decisions.

Is there any apparent difference between groups and individuals emerging

from this first, general look at the data? When comparing agents planning

under risk (sub-tables (a) and (c), Table 1), it seems that groups do deviate

consistently less from maximum utility. When comparing decision makers

in the case of uncertainty, it is not clear who has done better; in the first

lifecycle individuals seem to have deviated less than groups, while the oppo-

site appears true for the second lifecycle. Moving to the comparison between

decision making under risk and under uncertainty, it seems that differences

are not consistent throughout sessions. Indeed, regression analysis will show

that there seems to be no significant effect of changing the decision environ-

ment (risk to uncertainty).

14
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Table 1: Summary of results

Individual Decision Making Under Risk

(a) Session 1 Session 2 Session 3
Lifecycle 1 2 1 2 1 2

Total Opt Pts 576.62 553.89 544.4 465.28 559.17 551.05
AVG Total Pts 475.59 475.17 460.08 383.53 488.42 494.52

Std Dev 77.22 21.39 44.79 18.45 40.54 30.84
Dev. from Opt. -101.03 -78.72 -84.32 -81.75 -70.75 -56.53

Income 175 145 135 105 165 165
N 7 7 7 7 14 14

Individual Decision Making under Uncertainty

(b) Session 1 Session 2 Session 3
Lifecycle 1 2 1 2 1 2

Total Opt Pts 520.64 549.16 523.95 488.87 530.88 491.25
AVG Total Pts 472.26 477.61 460.63 411.60 426.04 397.44

Std Dev 21.65 17.17 23.74 18.37 63.09 70.98
Dev. from Opt. -48.38 -71.55 -63.32 -77.27 -104.84 -93.81

Income 155 145 145 125 155 125
N 7 7 7 7 12 12

Group Decision Making Under Risk

(c) Session 1 Session 2 Session 3 Session 4
Lifecycle 1 2 1 2 1 2 1 2

Total Opt Pts 491.41 537.77 540.27 538.77 503.28 590.65 553.58 571.96
AVG Total Pts 453.50 508.90 466.80 477.33 451.84 539.58 499.23 490.71

Std Dev 12.93 18.27 17.76 24.75 38.67 20.95 28.30 37.65
Dev. from Opt. -37.91 -28.87 -73.47 -61.44 -51.44 -51.07 -54.35 -81.25

Income 145 165 145 145 115 175 165 155
N 7 7 7 7 7 7 7 7

Group Decision Making under Uncertainty

(d) Session 1 Session 2 Session 3 Session 4
Lifecycle 1 2 1 2 1 2 1 2

Total Opt Pts 531.47 557 570.18 566.21 533.47 554.3 514.68 506.24
AVG Total Pts 477.52 528.84 479.27 505.32 459.55 500.25 423.27 463.96

Std Dev 22.97 11.49 54.00 30.08 33.22 22.55 52.47 17.89
Dev. from Opt. -53.95 -28.16 -90.91 -60.89 -73.92 -54.05 -91.41 -42.28

Income 145 165 165 165 135 175 125 145
N 7 7 7 7 8 8 8 8
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In the following analysis deviations from unconditional and conditional

optimum will be considered. While the first measure of optimum is calculated

on optimal wealth, assuming optimal behaviour throughout the lifecycle, the

notion of conditional optimum is based on actual wealth. For this reason,

while in the first case deviations from the optimal strategy build up during

the lifecycle, the second case incorporates a measure of improvement of be-

haviour14.

(a) (b)

(c) (d)

Figure 1: Individual and Group planning: average deviations from Uncondi-
tional Optimum

Figures 1 and 2 show the comparison between group and individual plan-

ning, in each of the two lifecycles, in terms of average deviation from un-

conditional and conditional optimum. Dotted and dashed lines represent

confidence intervals while the x–axis represents optimal behaviour. In both

14See also Ballinger et al. (2003) and Carbone and Hey (2004)
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4.2 Regression Analysis 4 ANALYSIS OF RESULTS

figures groups and individuals seem to have very similar patterns. However,

some interesting indications may be gathered when looking at unconditional

deviations (Figure 1). In particular, in the case of decision making under risk

in sequence 1 (Figure 1a), the thick black line, representing groups, seems

to be closer to the x–axis than the line representing individual planning15.

In sequence 2 (Figure 1b), it seems that groups lose their ”advantage” on

individuals. This time it seems there is no significant or systematic differ-

ence between the patterns of deviations. When considering the comparison

between individual and group planning in the case of uncertainty (Figures

1c and 1d), the situation seems slightly different. This time, although the

patterns are still very similar, it seems that individuals are on average closer

to the optimum than groups, in both sequences16.

When looking at conditional deviations (Figure 2) the graphs do not seem

to point to a significant difference, neither between decision makers, nor be-

tween lifecycles. Again, the patterns of deviations are very similar although

this time there is a visible variability in behaviour, with the lines oscillating

significantly, for both types of agents.

Is there any noticeable difference between decision making under risk

and uncertainty? The analysis of average deviations from optimum (both

definitions)17 reveals an evident downward shaped pattern, implying over-

consumption earlier in the lifecycle and under-consumption later on. In all

cases, however, there seems to be no significant difference between risk and

uncertainty.

4.2 Regression Analysis

In order to further investigate the effect of group planning (compared to in-

dividual decision making) and the effect of uncertainty (compared to risk),

the deviation from optimum has been regressed on a number of variables

15This is the case between periods 8 and 12, where deviations are significant for both
decision makers, but smaller for groups.

16See, for example, periods 8 to 11 and periods 3 to 7, in sequence 1
17Graphs similar to Figures 1 and 2 can be found in the Appendix
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4.2 Regression Analysis 4 ANALYSIS OF RESULTS

(a) (b)

(c) (d)

Figure 2: Individual and Group planning: average deviations from Condi-
tional Optimum

described below. As anticipated, the analysis takes into consideration un-

conditional and conditional deviations from optimum. Since these two mea-

sures differ in their informational content, the comparison of regression re-

sults presents interesting insights on the effect of improvement of strategy

on deviations. In both cases the dependent variable has been defined as the

logarithm of the absolute value of the deviation from optimum18 (log(|dev|)).
In this way estimated coefficients can be interpreted in terms of percentage of

variation, with positive (negative) signs representing increasing (decreasing)

deviations. Finally, the observations of participants who did not consume all

their wealth in the last period have been dropped19.

18For a similar approach see Brown, Chua and Camerer (2009)
19This occurred 6 times in the case of individual decision making under risk; 7 times in

the case of individual planning under uncertainty; 5 times in both treatments with group
planning (risk and uncertainty)
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4.2.1 Are groups better planners than individuals?

Table 2 below reports the results of regressions estimating the effect of group

planning under risk and under uncertainty. ”Groups”, ”Sequence”, ”In-

come”, ”Salerno”, ”Female” and ”Mixed” are dummy variables used to dis-

criminate between treatments20, lifecycles21, income draws22, sessions23 and

gender. As for this last variable, three dummies have been created – male,

female and mixed – to accommodate all possible combinations in the experi-

ment24. ”Period” and ”Period Sq.” represent planning periods in a sequence;

the squared term has been used to detect any non-linearity. ”Time” is used

to measure the length of time it took participants to make a decision, while

”Wealth” has been included in the specifications by taking its natural loga-

rithm (log(Wealth)). Regressions also include two variables, used to estimate

the effect of past decisions on current ones. In particular past consumption

and past utility, lagged one period, are considered. Since this study is not

directly focussed on the effects of the other regressors presented in Table 2,

the discussion is reported in the Appendix, where they are analyzed in more

detail.

All estimations reported in Table 2 include individual random effects and

heteroskedasticity robust standard errors. Moreover, residuals have been

tested for serial correlation, using the Breusch-Godfrey statistic for higher

order autocorrelation and variables have then been transformed accordingly.

Results in Table 2 seem to tell two different stories. In the case of risk,

groups deviate on average less than individuals from unconditional optimum

(about 11%). Surprisingly, when looking at decision making under uncer-

20Groups=1 in case of group planning, 0 otherwise.
21Sequence=1 in case of the second sequence, 0 otherwise.
22This variable is used to detect the effect of getting high income (15 tokens), compared

to low income (5 tokens); therefore, it is equal to 1 in the case of high income and 0
otherwise.

23Salerno=1 in the case of sessions run at University of Salerno, 0 for sessions run at
University of Siena.

24In particular, ”male” groups are composed of two male members; ”female” groups of
two female members, and ”mixed” is any group with one male and one female.
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Table 2: The effect of Group Planning under Risk and under Uncertainty

Risk Uncertainty

U.O. C.O. U.O. C.O.

Groups -0.107∗ -0.0418 0.146∗ -0.0228
(-2.50) (-0.72) (2.12) (-0.34)

Sequence 0.0246 0.0129 -0.0460 -0.0193
(0.69) (0.32) (-1.41) (-0.53)

Period 0.0455∗∗ -0.0256∗∗∗ 0.0409 -0.0344∗∗∗

(2.65) (-4.52) (1.94) (-5.94)

Period Sq. 0.00336∗∗ 0.00325∗∗

(3.24) (2.73)

Income 0.140∗∗∗ -0.0951∗∗∗ 0.227∗∗∗

(3.74) (-3.78) (5.03)

log(Wealth) -0.0603 0.696∗∗∗ 0.570∗∗∗

(-1.11) (8.85) (7.74)

Lagged c 0.00828 0.00737∗ 0.00965∗∗ 0.00679∗∗

(1.40) (2.43) (2.78) (3.22)

lagged U -0.00960∗ -0.0111∗∗∗ -0.00748∗∗

(-2.11) (-3.77) (-2.82)

Salerno 0.0367 -0.0881
(0.66) (-1.45)

Female 0.115∗ 0.187∗∗ 0.140∗

(2.24) (3.20) (2.08)

Mixed 0.0428 0.00675 0.0663
(0.69) (0.10) (1.02)

Time -0.000964∗ -0.000618
(-2.32) (-1.33)

Constant 0.987∗∗∗ -0.503∗∗ 1.031∗∗∗ 0.0168
(6.88) (-2.71) (15.32) (0.11)

N 1495 1311 1491 1321
R2 0.3766 0.282 0.355 0.282
Breusch-Godfrey Test (χ2

1) 60.12 99.42 65.06 59.10

t statistics in parentheses; ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

U.O. (Uncond. Deviation)= log(|c− uo|); C.O. (Cond. Deviation)= log(|c− co|)

20



4.2 Regression Analysis 4 ANALYSIS OF RESULTS

tainty (column 3, table 2), the opposite seem to happen: groups deviate sub-

stantially more than individuals from unconditional optimum (about 15%

more). When considering deviations from conditional optimum (column 2

and 4, table 2), however, there seems to be no significant difference between

decision makers. This result can be interpreted as suggesting that although

there is a significant difference in how agents deviate from the solution of the

problem (unconditional deviations), this difference seems to be not significant

when considering how agents improve their strategy (conditional deviation).

When looking at learning, results suggest that playing a second lifecycle

does not cause any significant effect, as summarized results in Table 1 seem

to imply. On the other hand however, there is a significant effect of learn-

ing within the (average) lifecycle25 represented by the negative coefficient of

”Period” in columns 2 and 4 in Table 2 (about 2.5% and 3%).

The discussion above is based on specifications that estimate an aver-

age treatment effect through the variable ”Groups”. However, in light of

this, it is not possible to see what really happens during the experiment,

that is, across lifecycles. Since participants were matched in new groups at

the beginning of the second lifecycle, it seems reasonable to further inves-

tigate the performance of groups between lifecycles. This is accomplished

by estimating a similar model, where an interaction term between sequences

(”Sequence”) and treatment (”Groups”) is included. Technically, the same

estimating strategy described above has been followed and this model has

been estimated for all possible cases. Unfortunately, out of the four possible

specifications, only in one case the coefficient for the interaction term was

significant. This regression is shown in Table 3.

Results confirm that groups deviate from unconditional optimum less

(by about 27%) than do individuals, in the first lifecycle. However, the sit-

25Here the effect of planning periods (”Period”) is not interacted with any other vari-
ables, such as sequence or treatment. For this reason it represents an average effect over
the experiment.
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Table 3: Interaction term

Risk

U.O.

Groups -0.275∗∗∗

(-4.64)

Sequence -0.114∗∗

(-2.89)

Groups * Seq. 0.329∗∗∗

(4.68)

Period 0.0523∗∗

(2.91)

Period Sq. 0.00320∗∗

(2.95)

log(Wealth) -0.0863
(-1.60)

Lagged c 0.00835
(1.47)

Lagged U -0.0105∗

(-2.40)

Salerno 0.0377
(0.67)

Female 0.114∗

(2.23)

Mixed 0.0473
(0.79)

Constant 1.151∗∗∗

(7.38)

N 1495
R2 0.3907
Breusch-Godfrey Test (χ2

1) 42.8270

t statistics in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

U.O. (Uncond. Deviation)= log(|c− uo|)
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uation changes dramatically when considering the second lifecycle. In this

case, groups seem to deviate more than individuals, by about 5.5%. This

shift might be correlated with the fact that groups were reformed at the

beginning of the second lifecycle. If this is true, it is noteworthy how the

”continuity” or ”stability” of decision makers seem to play an important role

on decision making. In other words, while individuals ”stay the same” across

sequences and appear to improve their decisions26, groups are not able to do

the same and this seems to be due to the variability in the group composi-

tion. When looking at the model in Table 3 from the perspective of sequence

2 (”Sequence”=1), the effect of playing a second lifecycle is taken into con-

sideration, in the case of individual (”Groups”=0) and group (”Groups”=1)

planning. In particular, results seem to reinforce the finding discussed above;

while individuals are able to reduce the deviation from unconditional opti-

mum by roughly 11%, groups do significantly worse, achieving an increase

in deviation of about 21%. It is also interesting to note that, from the per-

spective of the second lifecycle, all participants (individuals and members of

groups), should at that stage have the same level of experience.

4.2.2 Comparing Risk and Uncertainty

The same approach used to compare groups and individuals has been fol-

lowed, estimating models comparing risk and uncertainty in the case of in-

dividual decision making and in the case of groups, separately. For each one

both unconditional and conditional optimum were used again as benchmarks.

Results are shown in Table 4.

The estimations use individual random effects and heteroskedasticy-robust

standard errors. As before, residuals have been tested for serial correlation

using the Breusch-Godfrey test and variables have been transformed accord-

ingly. The regressors involved in this analysis are the same used in previous

estimations. However, this time the treatment dummy variable has been re-

26This will be more evident when analyzing individual decision making under risk and
uncertainty, which allows individuals to be isolated from groups.
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named ”Uncertainty” to stress the fact that risk and uncertainty27 are being

compared.

Results in Table 4 show that there seems to be no statistically signifi-

cant difference between risk and uncertainty for both individuals and groups

(with respect to both conditional and unconditional deviations). In the first

column, however, the dummy variable ”uncertainty” has a p-value of 0.114,

which is not dramatically higher than a 10% level of significance. This might

be taken as (very) weak evidence of a smaller deviation from unconditional

optimum, in the case of uncertainty (about 7%). A possible interpretation

is that while individuals deviate from the optimal consumption path in a

different way, depending on the environment, their behavior is substantially

the same (as suggested by the non-significant coefficient in column 2). Inter-

estingly, results for group decision making (columns 3 and 4, Table 4) seem

to match some of the findings from Table 3 illustrated above. In particular,

although regressions suggest that there is no significant effect of uncertainty,

the coefficient of the treatment variable (”Uncertainty”) in column 3, which

has a p-value of 0.067, might constitute weak evidence of a worse perfor-

mance of groups in the case of decision making under uncertainty.

It is also interesting to note that results reported in Table 3 seem also to

be confirmed by the estimated effect of playing a second sequence. On the

one hand, the average effect of the second lifecycle this time is significant

and negative in the case of individual decision making, implying that they

seem to do better in the second lifecycle than in the first (of about 8%).

On the other hand, however, results show that groups (columns 3 and 4) do

remarkably worse in the second lifecycle (about 9.5%). The effect of planning

periods is similar to what has been found previously, for both type of decision

makers.

27”Uncertainty” is 0 in the case of risk, 1 otherwise
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Table 4: Comparing Risk and Uncertainty

Individuals Groups

U.O. C.O. U.O. C.O.

Uncertainty -0.0767 0.00455 0.0774 0.0401
(-1.58) (0.09) (1.83) (0.90)

Sequence -0.0811∗∗ -0.0390 0.0954∗ 0.00663
(-2.92) (-1.15) (2.29) (0.15)

Period 0.0319 -0.0182∗∗ 0.0552∗∗∗ -0.0372∗∗∗

(1.68) (-2.93) (3.46) (-7.06)

Period Sq. 0.00397∗∗∗ 0.00256∗∗

(3.47) (2.63)

Income -0.0955∗∗ 0.209∗∗∗ -0.0366 0.174∗∗∗

(-2.60) (4.44) (-0.88) (4.60)

log(Wealth) 0.0311 0.545∗∗∗ -0.0917 0.658∗∗∗

(0.50) (6.90) (-1.15) (9.13)

Lagged c 0.00924∗ 0.0107∗∗ 0.00893 0.00576
(2.31) (3.21) (1.63) (1.43)

Lagged U -0.0113∗∗∗ -0.0120∗∗∗ -0.00977∗

(-3.79) (-5.22) (-2.36)

Salerno -0.0279
(-0.72)

Time -0.000110
(-0.33)

Female 0.0783 0.153∗∗ 0.0423 0.161∗

(1.56) (2.86) (0.79) (2.33)

Mixed n/a n/a 0.0225 0.0362
(0.54) (0.73)

Constant 0.985∗∗∗ 0.0115 0.992∗∗∗ -0.380∗

(6.34) (0.06) (6.25) (-2.46)

N 1442 1270 1544 1362
R2 0.3649 0.3072 0.3671 0.2512
Breusch-Godfrey Test (χ2

1) 71.7 72.66 58.23 88.01

t statistics in parentheses; ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

U.O. (Uncond. Deviation)= log(|c− uo|); C.O. (Cond. Deviation)= log(|c− co|)
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4.3 Estimated planning horizons

The estimation of the planning horizon used by participants during the ex-

periment is based on the approach described in Ballinger et al. (2003) and

Carbone and Hey (2004)28. In particular, for each participant the ”apparent”

planning horizon has been determined as the one in which the mean squared

deviation from optimal consumption is minimized29. These estimations have

been carried out with respect to both unconditional and conditional optima.

Results in both cases are very similar. In particular, there seems to be a

lot of variability between subjects, in all treatments. This is compatible with

previous findings from similar experiments, where it has been highlighted

that people are very different in how they solve these problems30. Also,

sequence effects and treatment effects have been analyzed using paramet-

ric (t-test) and non-parametric(Wilcoxon-Mann-Whitney and Signed Rank)

tests on the average (estimated) planning horizon31.

Summarizing, when analyzing the difference between sequences, statis-

tical tests suggest that when making decision under risk, both individuals

and groups seem to have employed a longer (average) planning horizon in

the first lifecycle. The same conclusion is however not supported in the case

of decision making under uncertainty, in which the Null Hypothesis of same

average horizon across sequences is always accepted.

Statistical tests also reveal that there are no statistically significant dif-

ferences both between risk and uncertainty and individuals and groups. In-

28See Ballinger et al. (2003), p. 934 and Carbone and Hey (2004), p. 678.
29Tables showing the estimated planning horizons are reported in the Appendix, along

with more details on the procedure followed
30See, among others, Carbone and Hey (2004).
31The t-test for matched pairs and the signed-rank test have been used, in the case

of individual decision making. Since participants were matched in new groups at the
beginning of the second lifecycle, the comparison of lifecycles in terms of matched pairs
was not appropriate, due to the fact that the samples must be considered as independent
(i.e. not related). In this case the t-test (un-matched pairs) and the Wilcoxon-Mann-
Whitney test (Ranksum Test) have been used.
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terestingly, if the frequencies of longer planning horizons (whose length is

greater or equal to 10 periods) are compared, results show that in the case

of decision making under risk groups use longer horizons more frequently

than individuals (7 times against 2 in sequence 1). However, this difference

disappears (8 cases for each treatment) when conditional deviations are con-

sidered as well as when comparing frequencies in the second sequence. This

might support the findings of the regression analysis, suggesting that groups

and individuals differ in how much they deviate from the optimal solution,

but not in how they improve their strategy. Previous results also seem to be

confirmed when a similar comparison is made in the case of decision making

under uncertainty32.

4.4 Analysis of chat messages

This section will briefly discuss the information gathered through the anal-

ysis of messages exchanged by group members using the instant messaging

system. The attention has been limited to two aspects: first, the degree of

cooperation within groups; second, taking advantage of messages to under-

stand what kind of strategies groups have employed.

Table 5 summarizes chat messages by category. In order to do this, a

set of labels had to be created, then all messages had to be read, session

by session, and labels applied to each of them. To reduce the complexity

and arbitrariness of this procedure, a limited number of categories have been

selected. Specifically, chats were labelled according to their content in strate-

gic (”strategy”), collaborative, non collaborative and not related messages33.

”Strategic” refers to every message related to planning, devising a strategy,

32With respect to unconditional optimum, in sequence 1 there are 5 cases of longer
horizons for individuals and only 2 for groups; in sequence 2 there are 4 cases for individuals
and 1 for groups. With respect to conditional optimum, in sequence 1 there are 3 cases for
individuals against 2 for groups; in the second sequence 4 cases for individuals and only 1
for groups.

33This last category applies to those messages that are not related to the experiment or
the strategy. These chats usually involved small talk or jokes, completely unrelated to the
decision making process.
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considering the effect and consequences of variables, and so on. ”Collabo-

rative” (”non-collaborative”) includes messages where agreement (disagree-

ment) between members was expressed. In the case of ”non-collaborative”

messages, it was decided that ”disagreement” was too simplistic a descrip-

tor. In particular, messages representing ”non-constructive disagreement”

were considered ”non-collaborative”. In other words, a message has been

labelled ”non-collaborative” any time a member has expressed disagreement

without offering counter-proposals or demonstrating cooperation. Obviously,

this procedure necessarily involves a degree of subjectivity intrinsic to the ac-

tivities of creating categories and labelling messages. For this reason, this

summary should be considered as a rough (but nevertheless helpful) repre-

sentation of what happened during group sessions34.

Table 5 shows that, apart from session 3 of decision making under risk,

participants generally exchanged a similar volume of messages (about 1200 to

1900). As for the frequencies of each category, no formal statistical tests were

carried out for two reasons: first, it seems clear from the table that there is no

statistically significant difference between treatments, and second, given the

unavoidable subjectivity involved in labelling messages, formal testing did

not seem useful. However, Table 5 shows that the majority of chat messages

are split between strategic and ”not related” talking. There seems to be no

apparent difference between risk and uncertainty, as well as no significant

effect of sessions. In general, it seems that group members attempted to co-

operate more than they did challenge each other. In particular, the frequency

of non-collaborative messages is significantly smaller than any other category.

As anticipated at the beginning of this section, a second task related to the

analysis of chat messages was to try and detect strategies and potential prob-

lems faced by groups during the decision making process. Having considered

over ten thousand chats, it was clear that, in general, participants under-

stood instructions. There were some instances where participants did not

34There are examples, however, of more sophisticated approaches, as in Cooper and
Kagel (2005)
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Table 5: Summary of chat messages by category

Groups - RISK

Sessions
Session 1 Session 2 Session 3 Session 4

no. % no. % no. % no. %

Total Messages 1267 1577 627 1287
Strategic 447 0.3528 637 0.4039 278 0.4434 525 0.4079

Collaborative 348 0.2747 266 0.1687 153 0.244 385 0.2991
Non-Collaborative 20 0.0158 42 0.0266 13 0.0207 7 0.0054

Not Related 452 0.3567 632 0.4008 183 0.2919 370 0.2875

Groups - UNCERTAINTY

Sessions
Session 1 Session 2 Session 3 Session 4

no. % no. % no. % no. %

Total Messages 1888 1341 1449 1525
Strategic 612 0.3242 549 0.4094 732 0.5052 674 0.442

Collaborative 390 0.2066 324 0.2416 384 0.265 429 0.2813
Non-Collaborative 14 0.0074 22 0.0164 23 0.0159 31 0.0203

Not Related 872 0.4619 446 0.3326 310 0.2139 391 0.2564

Total

no. %

Total Messages 10961
Strategic 4454 0.4063

Collaborative 2679 0.2444
Non-Collaborative 172 0.0157

Not Related 3656 0.3335
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completely understand what was meant by high and low income and some

other cases where the rounding mechanism used for interest was not clear

enough. In one case there was a misunderstanding about what was meant by

”independent” sequences and the difference between tokens and points. In

all of these cases, however, initial misunderstandings were corrected by other

group members. Only two things were unfortunately not addressed by group

cooperation: first, a misunderstanding related to the length of the sequence

and, second, some terminology issues. In the first case, observations regard-

ing the last period of a sequence had to be dropped. In the second case,

chat messages reveal that there was some confusion between the terms ”se-

quence”, ”periods”, ”interest” and ”savings”. However, this was more a ver-

bal confusion, rather than an actual confusion of concepts35. In many cases,

strategic talking reveals that decisions were influenced by considerations on

savings accumulated, interest earned in the next period, utility gained in the

past or associated with current consumption and, finally, by (some) simple

forecasting of future income. Some expressed the general strategic idea of

accumulating in the first part of the lifecycle (many times just the first three

or four periods) in order to build a stock of wealth to be spent in the rest

of the sequence. However, group interaction often slowed down strategies;

that is, how long to save, when to start spending and so on. In other words,

group membership caused a ”mediating” effect, by which members were able

to move from individual to group strategy36. Group decision making was

many times the result of active cooperation, in the sense of active participa-

tion to find a common ground. However, although less frequent, there were

also examples of group decisions that resulted from passive cooperation; in

these cases members decided from the beginning, to alternate on decision

making as they alternated as first proposers. Another interesting behaviour

that emerged from the chat messages (especially in the second sequence) is

the test of reputation. Very often, in the first couple of periods of the sec-

ond lifecycle members tested each other to see who had previously received

35In other words some participants would use the term period to refer to sequence (or
vice versa) but, the meaning of their messages was nevertheless clear when put in context.

36This was not always the case, of course. There are records of groups were members
were absolutely non-collaborative and unwilling to come to common decisions.
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the better result. Sometimes one partner willingly initiated this reputational

comparison by communicating to the other member their previous result.

Other times, after the first periods, the opposite happened; a member asked

the other about previous results. Whoever proved to be a good decision

maker, became the leader of the group or, at the very least, became a very

influential member. Also, when this comparison or check of reputation did

not result in one member becoming influential or leader, members started

to question each other to avoid being overcome by their partner. In some

cases, deception, lies and exaggeration of one’s performance were used37 to

gain the status of ”reliable decision maker”. This also includes cases where

member convinced others that they had technical knowledge in order to build

credibility. For example, in one session, in order to support her consump-

tion proposals, a participant used the argument that ”[. . . ] from some point

onward the utility function gets flatter than the savings line [. . . ]”. In an-

other case, the utility function was presented as the function representing

the points where ”[. . . ] marginal revenue equals marginal cost [. . . ]”.

Interestingly, in some cases (especially in the case of planning under risk)

a sequence of low (high) income seems to have caused negative (positive)

expectations on future income realizations. This is interesting because the

probability distribution (in both risk and uncertainty treatments) remained

unchanged while drawing income from period to period. This means that

there should have been no reason for participants to feel pessimistic (or opti-

mistic), especially in the case of risk where the chances of getting high or low

income were well known. In some other cases a pure misconception about

probability has been detected. In particular, a participant of a session on

decision making under risk believed that since one event (e.g. low income)

occurred many times in a row, there was a higher probability for the other

(e.g. high income) to occur. In the case of planning under uncertainty, some

participants realized, almost at the end of the sequence, that the probability

of getting one income or the other was one half. More interestingly, under

37In one case a participant stated that he/she gained, in the first sequence, a number of
points significantly greater than the maximum achievable.
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uncertainty, the more often an event occurred, the more participants believed

that its probability was higher than the other’s. This seems perfectly normal

in a context where there is no information except for direct experience. In

addition, in the case of decision making under uncertainty, on several occa-

sions high income was viewed as a bad outcome38. In general these were cases

where the group was trying to preserve its wealth around a certain number of

tokens but, due to poor judgement of probability and poor decision making,

when high income occurred, their wealth grew beyond the perceived optimal

level.

Looking more closely at the decision making process, messages reveal that

some participants tried to compute a level of consumption supposed to be

optimal in each period, based on considerations of decreasing marginal util-

ity. Indeed, in many cases this property of the utility function was correctly

understood and influenced consumption decisions.

Finally, a summary of the actual strategies employed by groups is reported

in Table 6. This analysis suggests that there is great variability between

subjects (group members and groups themselves), proof of how people differ

in how they tackle these problems. Also, participants displayed a wide array

of heuristics that needed to be combined within the group. Messages do not

contain precise information about how this combination actually occurred,

and this investigation goes beyond the scope of this study. There seems to be

no evident difference between strategies devised for decision making under

risk and under uncertainty.

5 Discussion

Results suggest that groups and individuals significantly differ in how they

deviate from the optimal solution, however they are not different with respect

to their ability to improve their strategy. This result is highly interesting be-

38Some participants became frustrated while others started wishing for low income.
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Table 6: Summary of the strategies extrapolated from chat messages

RISK UNCERTAINTY

Keep a specific amount of wealth (e.g. 17, 15 or
12 tokens)

Consume a fixed amount of tokens (e.g. 13, 7 to-
kens)

Consume half of wealth plus one Consume 2 or 3 tokens in the first periods, then
always 3 tokens

Consume half of wealth Accumulate up to a specific level (20 tokens), then
consume half of it and get interest on the half saved

Consume about 70% of wealth Save always 3 or 8 tokens and take advantage of
rounding

Consume 2/5 of wealth Save when income is low, consume when income is
high

Consume 1/5 of wealth (or something very similar) Consume everything when income is low, save
when income is high

Mixed strategy: consume half of wealth but also
judge case by case (depending on income draws)

Fixed consumption (15 tokens)

Save when income is high, consume everything
when income is low

Always consume half of wealth

Save when income is low, consume when income is
high

Keep the wealth always equal to 10 tokens

From some period in the sequence onward (e.g
from period 11) start decumulating

Spend everything

Some subjects have a mental ratio between wealth
and consumption OR a mental ”optimal” level
(e.g. 11, 15, 12 tokens)

Save something in order to spend

Maximize savings or, at least, reach a threshold
(e.g. 50 tokens saved) before starting spending

Consume a lot

Save a fixed amount of tokens (e.g. 13 tokens)
every period

When wealth is high (not specifically defined) con-
sume half of it. When wealth is low, save.

Consume 1 token every period and then (at period
15) consume everything

Consume everything in current period

Accumulate not above 30 tokens of wealth. In pe-
riod 15 wealth must not be greater than 20 tokens

Consume 11 tokens when income is high, zero to-
kens when income is low

Consume when wealth is smaller than 20 tokens;
save when wealth is greater than 20 tokens

Consume during the lifecycle so that wealth in pe-
riod 15 is not greater than 50 tokens
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cause it suggests that groups might be more sensitive to the decisional context

(in particular, uncertainty) than individuals. It must be noted, however, that

these results pool together the two sequences played in the experiment. For

this reason the interaction between the treatments (individual/group decision

making) and the sequences (Table 3) was analyzed. Interestingly, in the case

of decision making under risk, results show that while groups deviate signifi-

cantly less than individuals in the first sequence (-27.5%), their performance

becomes significantly less efficient in the second sequence (+5.4%). When

looking at the effect of playing a second sequence, results indicate that while

individuals seem to be able to improve their strategy (-11.5%), group per-

formance declines significantly (+21.4%). One possible explanation for this

sharp decline of groups is the effect of the re-matching that happened at the

beginning of the second sequence. The re-matching procedure was devised

to isolate as much as possible the ”pure” effect of group planning, to reduce

the effect of learning, which was not the objective of this study. This inter-

esting finding suggests that the ”stability” of the decision maker might play

an important role in the efficiency of decision making. It is also worth not-

ing that at this point of the experiment participants in all treatments (both

individuals and group members) had already played one sequence and there-

fore should have had roughly the same level of experience39. Unfortunately,

results do not cover all possible cases which limit more thorough analysis.

Further investigation of this result might provide more insight into this phe-

nomenon, which could be relevant to real economic settings (i.e. households,

committees, etc.).

When analysing the apparent planning horizon used by agents, results

suggest that there is no significant difference between individuals and groups,

both with respect to decision making under risk and under uncertainty. The

frequency of planning horizons (longer than 9 periods) reinforces the results

of the regression analysis. In particular, in the case of decision making under

risk, groups more frequently use long horizons than individuals (especially

39Also, group members should have had a learning advantage, given by the fact of having
outperformed individuals
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in the first sequence) when the planning horizon is estimated with respect

to unconditional optimum. When using the conditional optimum, this dif-

ference becomes negligible. Similarly, in the case of decision making under

uncertainty, individuals seem to more frequently use long planning horizons

than do groups in terms of unconditional optimum while, this difference be-

comes less evident when considering conditional deviations.

Results also show that there seems to be no statistically significant dif-

ference between the effect of risk and uncertainty on the deviation from the

optimal strategy. The reason why risk and uncertainty do not seem to be

statistically different might lie in how the two environments were designed.

As discussed in the experimental design, risk and uncertainty were defined

in terms of the knowledge of the probability of receiving a high or low in-

come. This probability was fixed at 0.5 and, although it was unknown by

participants when making decisions under uncertainty, it would certainly be

a natural reference point. If participants planned as if the probabilities of

the two events were equal, then their behaviour would not be statistically

different than the condition of risk. Some chat messages recorded during

the experiment seem to confirm this hypothesis. An obvious improvement in

future experiments will be to find a better representation of uncertainty. It is

interesting to note that, once the possible effect of the experimental design is

accounted for, results suggest that agents react differently to uncertainty. On

the one hand, direct comparison of group and individual planning (Table 2)

shows that under uncertainty groups are not able to outperform individuals,

as happens when making decision under risk. On the other hand, results in

Table 4, although not considered significant at a 5% level of significance, are

very close to the 10% and 5% significance threshold. With this limitation in

mind, the findings suggest that the effect of uncertainty might have operated

in the opposite direction for agents, causing a reduction in deviations from

optimum, for the case of individual planning, and an increase of deviation in

the case of groups40.

40It is worth stressing that this interpretation cannot and should not be overstretched
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Groups and individuals seem to respond in a similar way to an increase

of income and to wealth. In both cases these variable cause an increase of

deviations from conditional optimum. An interesting finding is related to

the effect of lagged variables (consumption and utility). Results show that

individuals seem to be more affected by past consumption and past utility,

unlike groups. However, their overall effect is very small (around 1%).

The effect of gender on intertemporal planning is very similar for groups

and individuals. Males and females (and mixed, in the case of groups) are

not significantly different in how they deviate from the optimal consumption

path, however, they do differ in how they improve their strategy. Indeed, fe-

males deviate more than males from conditional optimum (15.3% in the case

of individual planning, 16.1% in the case of groups). The effect of mixed-

gender groups is not significant.

Similar to Cooper and Kagel (2005), in this experiment messages ex-

changed by group members were recorded. The analysis of these messages

shows that group members talked more frequently about strategy or of topics

not related to the experiment. Moreover, participants usually tried to coop-

erate with each other in order to reach an agreement on group decisions. This

cooperation has also been an important factor of ”self-correction” as in many

cases members helped each other clarify misunderstandings. Messages also

reveal that participants use a great number of strategies or, better, ”rules of

thumb” to solve the problem. However, many times the interaction within

the group slows down the implementation of a strategy or contributes to its

inconsistent application throughout a sequence. Interestingly, groups were

very different with respect to the dynamics between members. As mentioned,

many times group members cooperated to achieve common goals, however,

in other cases a form of ”delegation” emerged as members agreed to alter-

nate as decision makers during a sequence. Also, usually in the first periods

of the second sequence, group members engaged in a ”test of reputation”,

communicating their previous results (sometimes, using deception as well)

with the objective of becoming leaders or at least not a subordinate member
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of the group.
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A COMPARING RISK AND UNCERTAINTY - FIGURES

Appendices

Appendix A Comparing Risk and Uncertainty

- Figures

This section presents the graphs of average deviations from optimum when

risk and uncertainty are compared. Figures 3 and 4 show these comparisons

in the case of unconditional and conditional optimum, respectively.

(a) (b)

(c) (d)

Figure 3: Risk and Uncertainty: average deviations from Unconditional Op-
timum
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(a) (b)

(c) (d)

Figure 4: Risk and Uncertainty: average deviations from Conditional Opti-
mum

Appendix B Other regressors

This section reports on the other regressors that have been included in all

estimations, focussing in particular on those reported in Table 4, where de-

cision makers are separated. This way any potential differences in the effect

of a variable can be observed separately for individuals and groups.

The dummy variable ”Income” measures the effect of a change of income

from a low (5 tokens) to a high (15 tokens) level. Results show that high

income causes an increase of the conditional deviation of about 21% for in-

dividuals and 17% for groups. The change of income seems to cause an

excessive increase of consumption, with respect to the conditional optimum

(that is calculated on available wealth, which includes current income). In

other words, participants over-responded to the increase of income although
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group interaction seems to have mildly mitigated this effect. At the same

time, Table 4 shows that, in the case of deviations from unconditional op-

timum, the effect of income is negative and significant only for individuals.

The apparent contradiction is due to the different definition of the dependent

variable. In particular, Figure 3 shows how the pattern of average deviations

from unconditional optimum decreases and is below zero for approximately

half of a sequence. If participants consume more following an increase of

income, this higher consumption will reduce the (negative) deviation, in ab-

solute terms.

Wealth has been defined in terms of its logarithm. This implies that in

all estimations the coefficient of this variable is an elasticity. Nevertheless,

results in Table 4 suggest that an increase of wealth causes an increase of

the deviation from (conditional) optimum. The effect of wealth seems to also

confirm the effect of income, discussed above.

Estimations include two variables to measure the effect of past decisions

on the current one and, consequently, on the deviation from optimum. Past

consumption, in various forms, is typically used when studying habits; in

the specifications used in this study only one lag of this variable has been

included, ”Lagged c”. Results suggest that, although lagged consumption

is statistically significant and positive, implying an increasing effect on de-

viations, the magnitude of this effect is usually very limited. In this case,

it is interesting to look at all comparisons to see if there are any significant

differences between treatments. Table 2 suggests that the significance and

size of the effect of lagged consumption on conditional deviations is approx-

imately the same for risk and uncertainty. When looking at the same effect

on deviations from unconditional optimum, however, regressions show that

past consumption is significant only in the case of decision making under

uncertainty. Taken together, these results suggest that past decisions of con-

sumption might have been more conditioning in the case of uncertainty41.

41This is a speculation, mainly based on the fact that the lagged consumption is highly
significant in the case of uncertainty (both in the case of deviations from unconditional

44



B OTHER REGRESSORS

Table 4 offers a different point view, giving the possibility of comparing in-

dividuals and groups. Interestingly, results show that lagged consumption

seems to have played a significant role only in the case of individual deci-

sion making, causing an increase of deviations from optimum, with a similar

size and significance of the coefficients of Table 2 (about 1%). A question

remains: why were groups not affected by lagged consumption?

A second, related measure of the influence of past decisions on current

ones is lagged utility (”Lag U”). Results in Tables 2 and 4 show that the ef-

fect of this variable on deviations from optimum is negative, roughly around

1%. It is clear that lagged utility significantly influences decision making,

both under risk and under uncertainty and, as Table 2 shows, it seems that

planning under uncertainty is affected more greatly. Also, Table 4 suggests

that this variable has a significant effect on both individuals and groups,

although in the latter case lagged utility seems to play a role only with re-

spect to deviations from unconditional optimum42. A very puzzling result

is that the effect of past utility is always negative, implying a reduction of

deviations from optimum, moving in the opposite direction of lagged con-

sumption. This may be explained by the dynamics of the variables involved

(actual consumption, utility and deviations from optimum). On average par-

ticipants over-consumed early in the lifecycle and under-consumed in the last

half (relative to the optimal solution). In this part of a sequence, if one looks

only at consumption, an increase in deviation is detected due to the fact

that optimal consumption steadily increases, while actual consumption is

constrained by actual wealth, which is significantly lower than optimal . At

the same time, the size of actual wealth is large enough to allow participants

to make consumption decisions in the ”flatter” part of the utility function,

where greater variations in consumption produce smaller variations of utility

(due to the effect of decreasing marginal utility). Hence, the negative coeffi-

cient of lagged utility might have been caused by the weak responsiveness of

and conditional optimum). However in the case of risk, statistical significance is lower
(only in case of conditional optimum).

42In the case of conditional optimum lagged utility is not significant and dropped (Table
4, column 4).
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this variable to the changes in consumption.

”Salerno” and ”Time” are two variables designed to capture the effect of

where the experimental sessions were run (Salerno or Siena) and the effect

of the time used to make a decision. The latter variable is defined as the

seconds used in the period to confirm one’s decision. Results show that the

effect of both these variable is not significant43.

In order to estimate the effect of gender on planning, the traditional

dummy variable approach has been followed. Since the experiment involved

groups, the category ”Mixed” was created, to include all cases of mixed-

gender groups, while the traditional ”Male” and ”Female” categories applied

to groups with two males and two females. Results in Table 4 show that

in the case of individual decision making females deviate more than males

from conditional optimum (about 15%) while this difference is not significant

when looking at deviations from unconditional optimum. This result might

imply that while males and females deviate substantially in the same way

from the optimal path of consumption, males might improve their strategy

more effectively than females. A very similar result is obtained when look-

ing at group planning (columns 3 and 4, Table 4). Again, there seems to

be no statistical difference between males and females in terms of deviations

from unconditional optimum. However, when taking conditional optimum as

a benchmark, females seem to deviate more than males (about 16%). Also,

results show that mixed groups do not differ significantly from ”male” groups.

43”Time” is significant only in one case, Table 2, column 3. However, its effect amounts
to a reduction of deviation from unconditional optimum of about 0.1%, which is almost
negligible.
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Appendix C Technical details on regression

analysis

Regressions are based on datasets obtained by pooling together the observa-

tions of the treatments to be compared44. Moreover, since groups changed

from one sequence to the next, the dataset has been organized to reflect this.

Specifically, Group ”1” in the first sequence is not the same as in the second

sequence and estimations need to take this into account.

As a brief explanation of the lagged variables used in the estimations,

”Utility” in the last period is used mainly because it might represent an al-

ternative reference point for how current decisions are made, especially in

a life cycle experiment. This is merely an alternative view of habitual con-

sumption or, better, temporal dependence. This approach is used to explore

the idea that participants might use past utility as a reference point for their

decisions rather than past consumption, which would, in a sense, make cur-

rent welfare depend in some ways on past welfare. However, it should be

noted that the objective is not to propose any new theoretical approach to

habits; although past consumption and past utility are of course related45,

the objective is merely to consider a potential alternative reference point for

current decisions.

Regressions reported in Table 2 include individual random effects. The

Breusch-Pagan LM test for random effects (B-P) rejects the Null Hypoth-

esis in all cases. Column (1): B-P= 74.77 (p-value= 0.0000); column (2):

B-P= 101.71 (p-value= 0.0000); column (3): B-P= 56.15 (p-value= 0.0000);

column (4): B-P= 114.47 (p-value= 0.0000). Also, all estimations include

heteroskedasticity-robust standard errors. Residuals have been tested for se-

44For example, when comparing individual and group decision making under risk, the
dataset contains the observations of those two treatments.

45Models in Tables 2, 3 and 4 have been estimated using both variables, dropping both
of them and using just one of them alternatively. Results do not change substantially; for
each estimation the Variance Inflation Factor (VIF) has been calculated and it is always
well below the values usually considered critical for multicollinearity.
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rial autocorrelation, using the Breusch-Godfrey test (reported in the last row

of the Table); the coefficient of autocorrelation has been estimated using the

Cochrane-Orcutt iterative procedure. Variables have then been tranformed

accordingly. In the case of Risk (first two columns of Table 2), ρ̂ = 0.2166

(6th iteration) and ρ̂ = 0.2906 (4th iteration) were estimated. In the case of

Uncertainty (third and fourth column of Table 2), the estimated coefficients

are ρ̂ = 0.2258 (6th iteration) and ρ̂ = 0.2304 (4th iteration).

The model reported in Table 3 includes individual random effects. The

Breusch-Pagan Lagrangian Multiplier test for Random Effects (B-P) rejects

the Null Hypothesis (B-P= 61.36; p-value= 0.0000). Standard errors are

robust to heteroskedasticity and residuals have been tested for serial cor-

relation. The Breusch-Godfrey test for serial correlation rejects the null

hypothesis of no autocorrelation (χ2(1) = 42.827). The Cochrane-Orcutt it-

erative procedure has been used to estimate the coefficient of autocorrelation

(ρ = 0.1935) after eight iterations.

Regressions reported in Table 4 include individual random effects. The

Breusch-Pagan Lagrangian Multiplier test for Random Effects (B-P) rejects

the Null Hypothesis in all cases. Column 1: B-P= 74.57, p-value= 0.0000;

column 2: B-P= 115.80, p-value= 0.0000; column 3: B-P= 102.64, p-

value= 0.0000; Column 4: B-P= 92.26, p-value= 0.0000. Also, all estima-

tions include heteroskedasticity-robust standard errors. Residuals have been

tested for serial autocorrelation, using the Breusch-Godfrey test (reported in

the last row of the Table); the coefficient of autocorrelation has been esti-

mated using the Cochrane-Orcutt iterative procedure. Variables have then

been tranformed accordingly. The estimated coefficients of correlation are

the following: Model (1), ρ = 0.2233, 6th iteration; model (2), ρ = 0.2539,

4th iteration; model (3), ρ = 0.2212, 7th iteration; model (4), ρ = 0.2736,

4th iteration.
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Appendix D Estimated Planning Horizon

To compute the ”apparent” planning horizon used by participants, the ap-

proach described in Ballinger et al. (2003) and Carbone and Hey (2004)46

has been followed. Employing the optimal plan implies using a T-periods

planning horizon, where ”T” is the real number of periods composing the

lifecycle. However, due to the complexity of the problem, some agents tend

to use simplifying rules, such as ”using a shorter horizon which is then rolled

forward”47 to cover the (real) length of the lifecycle48. As noted in Ballinger

et al. (2003) and Carbone and Hey (2004), this leads to dynamic inconsis-

tency and sub-optimal choices. In particular, a subject using this kind of

strategy (having a subjective horizon of τ) will behave in period ”t” as if pe-

riod ”t+ τ − 1” were the last one (except for the last period, T , that will be

correctly recognized as the end of the lifecycle). For example, a person with a

two periods planning horizon, will behave as if each period is the last-but-one,

except for the last-but-one and last periods which are correctly recognized

as the last two of the lifecycle. Hence, this strategy implies that in period

”t” the subject will not use the relevant optimal consumption function (that

is, the one of period ”t”). Instead, she will use the consumption function of

period ”T+1−τ” if t is smaller or equal to ”T+1−τ”, otherwise she will use

the correct one49. Following this reasoning, for each possible length of the

planning horizon (1 ≤ τ ≤ T )50, the optimal solution has been computed,

using the optimal consumption functions. The ”apparent” planning horizon

has been determined as the one in which the mean squared deviation from

optimal consumption is minimized.

Tables 7 and 8 show the estimated planning horizons for each participant,

with respect to both definitions of optimum that have been used in this study.

46See Ballinger et al. (2003), p. 934 and Carbone and Hey (2004), p. 678.
47Carbone and Hey (2004), p. 678.
48It is important to note that subjects might also be unaware of the fact that they are

using a shorter planning horizon.
49Carbone and Hey (2004), p.679.
50In this specific case, potential actual planning horizons range from 1 (extreme myopic

behaviour) to 15 periods (optimal behaviour).
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Figures 5a, 5b, 5c and 5d report the frequency of each planning horizon, in

each treatment (unconditional and conditional optimum). These graphs show

how participants seem to have used mostly short (or very short) planning

horizons, with interesting high frequencies, particularly in lifecycle 1, for

horizons of 12, 13 and 14 periods.

(a) (b)

(c) (d)

Figure 5: Individual and Group planning: average deviations from Uncondi-
tional Optimum

D.1 Statistical Tests

Is there any difference between sequences? The last row of Table 7 reports the

average of estimated planning horizons for each lifecycle. Although this mea-

sure is not precise, it provides a useful indication of participants’ decisions.

In order to detect any statistically significant difference between lifecycles,

the t-test for matched pairs and the signed-rank test have been used, in the
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Table 7: Estimated Planning Horizons (Unconditional Optimum)

Individuals Groups
Risk Uncertainty Risk Uncertainty

Lifecycles
Diff

Lifecycles
Diff

Lifecycles Lifecycles
1 2 1 2 1 2 1 2

Session 1 Session 1 Session 1 Session 1

1 1 0 2 2 0 3 3 2 3
2 2 0 1 2 1 1 3 7 2

13 2 -11 3 4 1 4 6 7 3
2 1 -1 6 2 -4 2 2 2 4
2 3 1 3 3 0 13 1 1 5
2 4 2 6 5 -1 3 2 3 2
6 4 -2 2 3 1 1 6 5 5

Session 2 Session 2 Session 2 Session 2

5 2 -3 1 1 0 6 8 3 4
5 3 -2 1 1 0 3 4 2 2
2 3 1 1 1 0 3 3 6 2
6 4 -2 3 3 0 9 2 2 2
2 6 4 4 7 3 3 3 6 6
4 1 -3 4 3 -1 3 2 1 1
7 4 -3 3 4 1 3 3 6 3

Session 3 Session 3 Session 3 Session 3

6 3 -3 3 3 0 13 4 6 1
1 1 0 4 3 -1 4 3 4 6
7 4 -3 4 5 1 2 3 13 2
2 1 -1 14 13 -1 12 3 1 5
9 1 -8 1 1 0 3 6 6 2

13 8 -5 3 1 -2 13 2 2 3
9 7 -2 14 13 -1 13 2 5 3

2 6 4 1 1 0 Session 4 12 5

2 3 1 14 14 0 3 3 Session 4

9 4 -5 1 3 2 1 7 5 3
1 2 1 14 7 -7 2 2 4 13
2 1 -1 14 14 0 13 2 3 2
2 3 1 13 13 2 4
3 3 0 1 4 7 3

5 1 2 4
8 3
4 3

AVG AVG AVG AVG
4.54 3.11 -1.43 4.88 4.58 -0.31 5.54 3.68 4.57 3.53
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Table 8: Estimated Planning Horizons (Conditional Optimum)

Individuals Groups
Risk Uncertainty Risk Uncertainty

Lifecycles
Diff

Lifecycles
Diff

Lifecycles Lifecycles
1 2 1 2 1 2 1 2

Session 1 Session 1 Session 1 Session 1

3 2 -1 4 4 0 4 3 3 4
2 3 1 2 2 0 2 3 7 3
14 2 -12 3 4 1 3 5 6 4
3 2 -1 4 3 -1 2 3 2 3
2 3 1 4 4 0 10 2 2 5
4 4 0 9 5 -4 3 3 3 3
5 6 1 4 5 1 2 7 4 5

Session 2 Session 2 Session 2 Session 2

6 3 -3 2 2 0 7 8 3 3
5 4 -1 2 2 0 3 7 3 3
3 3 0 1 1 0 5 3 4 2
4 2 -2 4 3 -1 14 5 2 2
3 8 5 4 5 1 3 3 4 5
4 1 -3 4 4 0 4 4 1 2
12 4 -8 2 2 0 5 3 5 3

Session 3 Session 3 Session 3 Session 3

4 3 -1 3 5 2 12 4 5 2
2 1 -1 3 3 0 6 5 3 7
14 4 -10 4 4 0 3 5 8 3
3 3 0 13 10 -3 12 3 3 6
10 3 -7 3 2 -1 4 10 6 2
14 8 -6 3 2 -1 13 2 3 4
14 12 -2 13 12 -1 14 3 4 3

3 6 3 1 1 0 Session 4 10 5

3 3 0 13 13 0 4 4 Session 4

14 4 -10 5 9 4 2 6 7 3
4 2 -2 8 8 0 2 2 3 11
2 2 0 7 13 6 12 3 3 3
10 6 -4 12 12 2 4
3 4 1 3 4 7 2

4 2 3 4
14 3
5 3

AVG AVG AVG AVG
6.07 3.86 -2.21 4.81 4.92 0.12 6.07 4.43 4.5 3.73
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case of individual decision making. Since participants were matched in new

groups at the beginning of the second lifecycle, the comparison of lifecycles in

terms of matched pairs was not appropriate, due to the fact that the samples

must be considered as independent (i.e. not related). In this case the t-test

(un-matched pairs) and the Wilcoxon-Mann-Whitney test (Ranksum Test)

have been used.

In all tests the Null Hypothesis is that the average length of the planning

horizon is the same in both sequences (H0 : mean(Seq1) = mean(Seq2)).

Since when running the t-test Stata reports all three possible alternative hy-

potheses, only the relevant one will be reported. When running the Signed

Rank and the Wilcoxon-Mann-Whitney tests the same Null Hypothesis and

the two-tailed alternative hypothesis (H1 : mean(Seq1) 6= mean(Seq2)) are

used.

Table 7 shows that individuals, in the case of decision making under risk

seem to have on average implemented longer planning horizons in the first se-

quence as opposed to the second51. However, the same is not true in the case

of decision making under uncertainty; both the t-test and the signed-rank

test accept the null hypothesis of no difference between the mean lengths in

sequences 1 and 252. Similar conclusions apply to group decision making. In

the case of group planning under risk, the Wilcoxon Ranksum Test accepts

the Null Hypothesis of no difference in the underlying distributions of the

estimated planning horizon in the first and second sequence53, although the

sum of ranks for the first lifecycle is slightly higher. However, the t-test

suggests that the difference between the mean planning horizons of the two

samples is statistically significant (t= 1.8707, p=0.0334). In the case of de-

cision making under uncertainty, both the t-test and the Wilcoxon Ranksum

test accept the Null Hypothesis54.

51t-test: t= 2.3355; p-value= 0.0136 (H1 : mean(Seq1) > mean(Seq2)). Signed Rank
test: z= 2.142; p-value= 0.032

52t-test: t= 0.829; p-value= 0.2075 (H1 : mean(Seq1) > mean(Seq2)). Signed Rank
test: z= 0.36; p-value= 0.7185

53Wilcoxon-Mann-Whitney: z= 1.107; p-value= 0.2685.
54t-test: t= 1.4716; p-value= 0.0759. Wilcoxon-Mann-Whitney test: z= 1.365; p-

value= 0.1722
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Results in Table 8 suggest that individuals planning under risk seem to

use significantly longer planning horizons in the first lifecycle than in the sec-

ond55. Similar to what discussed above, this is the only case of a statistically

significant difference between sequences. In the case of individual planning

under uncertainty, average horizons (last row of the table) are very close;

indeed, the t-test (t= −0.3124; p-value= 0.378756) and the Signed Rank test

(z= 0.137; p-value= 0.891157) do not reject the Null Hypothesis of no differ-

ence between sequences. As anticipated, in the case of group planning results

are very similar to those in Table 7. When planning under risk, groups in

the first sequence seem to employ a longer horizon, as weakly suggested by

the t-test (t= 1.7627; p-value= 0.041858). As before, however, the Wilcoxon

Ranksum test accepts the Null Hypothesis of no significant difference of the

distributions of mean planning horizons (z= 0.983; p-value= 0.325459). Also,

the t-test (t= 1.2694; p-value= 0.104760) and the Wilcoxon-Mann-Whitney

test (z= 1.029; p-value= 0.3036) suggest that there seem to be no statistical

difference between sequences in the case of group decision making under un-

certainty.

Is there any difference between treatments? Do participants employ longer

or shorter planning horizons when making decisions under risk, with respect

to the case of uncertainty? Is there any difference between individuals and

groups? When running the t-test (un-matched pairs) and the Wilcoxon-

Mann-Whitney test (Ranksum Test) for all possible cases61 the Null Hy-

pothesis is always accepted, in both cases of unconditional and conditional

optimum, suggesting that there is no statistical difference between treat-

55t-test: t= 2.887; p-value= 0.0038 (H1 : mean(Seq1) > mean(Seq2)). Signed Rank:
z= 2.628; p-value= 0.0086 (H1 : mean(Seq1) 6= mean(Seq2))

56Here the alternative hypothesis is H1 : mean(Seq1) < mean(Seq2)
57Here the alternative hypothesis is H1 : mean(Seq1) 6= mean(Seq2)
58H1 : mean(Seq1) > mean(Seq2)
59H1 : mean(Seq1) 6= mean(Seq2)
60H1 : mean(Seq1) > mean(Seq2)
61Each lifecycle has been compared for individual planning under risk and under uncer-

tainty, group planning under risk and under uncertainty, decision making under risk, and
decision making under uncertainty.
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ments.

Appendix E Instructions

E.1 Individual Decision Making Under Risk

Welcome!

This is an experiment on decision making. The experiment will last about

1 hour and a half. Please read these instructions carefully as you have the

chance to earn money depending on your decisions. If you have any questions

please raise your hand. The experimenter will answer in private. You are

not allowed to talk to other participants to the experiment.

The experiment consists of 2 independent ”sequences”, each one composed of

15 periods. Sequences are independent because there is no relation between

them. This means that your choices in one sequence will not influence future

sequences. However, please note that, within one sequence, your decision in

each period will influence subsequent periods (for example, your decision in

period 1 will have consequences for period 2 and so on).

At the beginning of each period you will receive an amount of tokens that will

be available to you. You have to decide how many tokens you want to convert

into points. You can convert a number of tokens between 0 and the amount

available to you. The conversion function of tokens to points is reported in

Figure 1 (Appendix). This figure shows graphically the conversion of tokens

to points in a continuous interval. You may also look at Table 1 (Appendix)

where some examples of conversions are provided. Please note that that the

number of points obtained from the conversion increases as the number of

tokens converted increases; however, increments are realized at a decreasing

rate, that is, the difference in points obtained by converting 6 tokens rather

than 5 is bigger than the difference between converting 16 tokens rather than

15. Finally, please note that the more tokens are converted in each period,
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the less tokens are saved for conversion in future periods. Please note that,

before period 15 (the last period) is reached, tokens not converted will be

saved for the next period. Savings will earn interest, thus increasing the

amount of tokens available in the following period. When period 15 (the last

period) is reached, any tokens left (that is, not converted) will be worthless.

Your payoff, at the end of the experiment, will be calculated on the deci-

sions you have made in ONE of the above mentioned ”sequences”. This

sequence will be randomly selected among the 2 played. This means that

your payment will be calculated based on the decisions you made during the

15 periods composing the randomly selected sequence. In particular, your

payment will be the conversion in Euros of the total amount of points earned

in the selected sequence, using a conversion rate of 2 Euros each 100 points.

Periods and Decision Making

At the beginning of each period, you will be randomly assigned a number of

tokens. This number may be ”high” (15 tokens) or ”low” (5 tokens). You

have 50% chance of receiving one of the two. It is important to note that

the amount of tokens received in one period does not affect the chances of

getting the same or the other amount in any following period.

From period 1 to period 14, if you have any tokens saved, they will earn

interest, at the rate of 20% (r = 0.2). Savings plus interest accumulated

will increase the number of tokens available to you in the following period.

Please remember that tokens not converted at the end of period 15 will be

worthless. Table 2 (Appendix) is available to you, reporting some examples

of calculation of interest.

At the beginning of each period you will be showed on the computer screen

the total of tokens available, consisting in:

1. Tokens earned in the period: 15 or 5
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2. Tokens saved in the previous period (S)

3. Interest earned on savings: S x 0.2 (not rounded)

4. Tokens available for conversion rounded to the nearest integer (for ex-

ample, 3.4=3; 3.5=4 or 3.6=4): Tokens earned in the period (1.) +

Tokens saved in the previous period (2) + Interest earned on savings

(3.)

5. Total of points earned: sum of the points earned starting from period

1

Of course, in period 1 there will be no savings and no interest received, so

the number of tokens available to you will be equal to 15 or 5 tokens.

Within this screen you will be asked to enter the number of tokens you wish

to convert into points. You may change your decision in any moment before

pressing the ”confirm” button. When this button is pressed your decision

will become irrevocable. You cannot move to the next decision before one

minute from the beginning of the current period. To make your decision you

may use a calculator to observe the consequences of your choice. Depend-

ing on the number entered, it is possible to see the related savings, interest

earned on savings in the next period and the number of points earned from

conversion. The use of the calculator will not make your choice final.

Once the first 15-period sequence has been completed, the following sequence

will start. As explained above, the experiment involves making decisions

through 2 sequences.

At the end of each sequence a summary of the choices made during the 15

periods will be provided.

Earnings
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When the 2 sequences have been completed, your payment will be deter-

mined. One sequence will be randomly selected and you will receive the

conversion in Euros of the total amount to points earned in the selected se-

quence.

If you have any questions, please raise your hand and an experimenter will

be happy to assist you.

Right after these instructions a short quiz testing your comprehension of the

experiment will take place followed by 3 minutes practice with the conversion

function.
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Appendix

Figure 1 - Conversion Function:
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TABLE 1

Tokens Points Earned

Converted (G)

0 0

1 4.758129098

2 9.063462346

3 12.95908897

4 16.4839977

5 19.67346701

6 22.5594182

7 25.17073481

8 27.53355179

9 29.67151701

10 31.60602794

11 33.35644582

12 34.9402894

13 36.37341035

14 37.6701518

15 38.84349199

16 39.9051741

17 40.8658238

18 41.73505559

19 42.52156904

20 43.23323584
...

...

50 49.66310265
...

...

100 49.99773
...

...

150 49.9999847
...

...

200 49.9999999

Punti = 50− 50 ∗ e−0.1∗G

G = Tokens Converted
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TABLE 2

Tokens Interest Tokens

Saved on saved Saved

Tokens + Interest

0 0 0

1 0.2 1.2

2 0.4 2.4

3 0.6 3.6

4 0.8 4.8

5 1 6

6 1.2 7.2

7 1.4 8.4

8 1.6 9.6

9 1.8 10.8

10 2 12

11 2.2 13.2

12 2.4 14.4

13 2.6 15.6

14 2.8 16.8

15 3 18

16 3.2 19.2

17 3.4 20.4

18 3.6 21.6

19 3.8 22.8

20 4 24
...

...
...

50 10 60
...

...
...

100 20 120
...

...
...

150 30 180
...

...
...

200 40 240

Interest = 0,2 * S

S = Tokens Saved
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E.2 Individual Decision Making under Uncertainty62

Welcome!

This is an experiment on decision making. The experiment will last about

1 hour and a half. Please read these instructions carefully as you have the

chance to earn money depending on your decisions. If you have any questions

please raise your hand. The experimenter will answer in private. You are

not allowed to talk to other participants to the experiment.

The experiment consists of 2 independent ”sequences”, each one composed of

15 periods. Sequences are independent because there is no relation between

them. This means that your choices in one sequence will not influence future

sequences. However, please note that, within one sequence, your decision in

each period will influence subsequent periods (for example, your decision in

period 1 will have consequences for period 2 and so on).

At the beginning of each period you will receive an amount of tokens that will

be available to you. You have to decide how many tokens you want to convert

into points. You can convert a number of tokens between 0 and the amount

available to you. The conversion function of tokens to points is reported in

Figure 1 (Appendix). This figure shows graphically the conversion of tokens

to points in a continuous interval. You may also look at Table 1 (Appendix)

where some examples of conversions are provided. Please note that that the

number of points obtained from the conversion increases as the number of

tokens converted increases; however, increments are realized at a decreasing

rate, that is, the difference in points obtained by converting 6 tokens rather

than 5 is bigger than the difference between converting 16 tokens rather than

15. Finally, please note that the more tokens are converted in each period,

the less tokens are saved for conversion in future periods. Please note that,

before period 15 (the last period) is reached, tokens not converted will be

62The material referred to in the ”Appendix” is the same for all sets of instructions and
can be consulted in subsection 1 (Individual Decision Making under Risk).

62



E.2 Individual Decision Making under Uncertainty E INSTRUCTIONS

saved for the next period. Savings will earn interest, thus increasing the

amount of tokens available in the following period. When period 15 (the last

period) is reached, any tokens left (that is, not converted) will be worthless.

Your payoff, at the end of the experiment, will be calculated on the deci-

sions you have made in ONE of the above mentioned ”sequences”. This

sequence will be randomly selected among the 2 played. This means that

your payment will be calculated based on the decisions you made during the

15 periods composing the randomly selected sequence. In particular, your

payment will be the conversion in Euros of the total amount of points earned

in the selected sequence, using a conversion rate of 2 Euros each 100 points.

Periods and Decision Making

At the beginning of each period, you will be randomly assigned a number of

tokens. This number may be ”high” (15 tokens) or ”low” (5 tokens). The

probability of getting either of the two is unknown. It is important to note

that the amount of tokens received in one period does not affect the chances

of getting the same or the other amount in any following period. The number

of tokens will be determined by a draw from a non-see-through bag contain-

ing coloured balls. There are only two colours, however the number of balls

of either colour is unknown. A number of tokens (high or low) will be at-

tributed to each of the two colours. The draw will determine the number of

tokens for all participants in that period.

From period 1 to period 14, if you have any tokens saved, they will earn

interest, at the rate of 20% (r = 0.2). Savings plus interest accumulated

will increase the number of tokens available to you in the following period.

Please remember that tokens not converted at the end of period 15 will be

worthless. Table 2 (Appendix) is available to you, reporting some examples

of calculation of interest.

At the beginning of each period you will be showed on the computer screen
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the total of tokens available, consisting in:

1. Tokens earned in the period: 15 or 5

2. Tokens saved in the previous period (S)

3. Interest earned on savings: S x 0.2 (not rounded)

4. Tokens available for conversion rounded to the nearest integer (for ex-

ample, 3.4=3; 3.5=4 or 3.6=4): Tokens earned in the period (1.) +

Tokens saved in the previous period (2) + Interest earned on savings

(3.)

5. Total of points earned: sum of the points earned starting from period

1

Of course, in period 1 there will be no savings and no interest received, so

the number of tokens available to you will be equal to 15 or 5 tokens.

Within this screen you will be asked to enter the number of tokens you wish

to convert into points. You may change your decision in any moment before

pressing the ”confirm” button. When this button is pressed your decision

will become irrevocable. You cannot move to the next decision before one

minute from the beginning of the current period. To make your decision you

may use a calculator to observe the consequences of your choice. Depend-

ing on the number entered, it is possible to see the related savings, interest

earned on savings in the next period and the number of points earned from

conversion. The use of the calculator will not make your choice final.

Once the first 15-period sequence has been completed, the following sequence

will start. As explained above, the experiment involves making decisions

through 2 sequences.

At the end of each sequence a summary of the choices made during the 15

periods will be provided.
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Earnings

When the 2 sequences have been completed, your payment will be deter-

mined. One sequence will be randomly selected and you will receive the

conversion in Euros of the total amount to points earned in the selected se-

quence.

If you have any questions, please raise your hand and an experimenter will

be happy to assist you.

Right after these instructions a short quiz testing your comprehension of the

experiment will take place followed by 3 minutes practice with the conversion

function.
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E.3 Group Decision Making under Risk63

Welcome!

This is an experiment on decision making. You will be making decisions

in cooperation with another participant whose identity will be unknown to

you. The experiment will last about 1 hour and a half. Please read these

instructions carefully as you have the chance to earn money depending on

your decisions. If you have any questions please raise your hand. The ex-

perimenter will answer in private. You are not allowed to talk to other

participants to the experiment.

The experiment consists of 2 independent ”sequences”, each one composed of

15 periods. Sequences are independent because there is no relation between

them. This means that your choices in one sequence will not influence future

sequences. However, please note that, within one sequence, your decision in

each period will influence subsequent periods (for example, your decision in

period 1 will have consequences for period 2 and so on).

During this experiment you will be part of a group composed of two indi-

viduals. The section ”Groups and Decisions” explains how groups will be

formed, how to interact within a group and reach a decision.

At the beginning of each period your group will receive an amount of tokens

that will be available to you. You have to decide how many tokens you want

to convert into points. You can convert a number of tokens between 0 and

the amount available to you. The conversion function of tokens to points is

reported in Figure 1 (Appendix). This figure shows graphically the conver-

sion of tokens to points in a continuous interval. You may also look at Table

1 (Appendix) where some examples of conversions are provided. Please note

that that the number of points obtained from the conversion increases as the

63The material referred to in the ”Appendix” is the same for all sets of instructions and
can be consulted in subsection 1 (Individual Decision Making under Risk).
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number of tokens converted increases; however, increments are realized at a

decreasing rate, that is, the difference in points obtained by converting 6 to-

kens rather than 5 is bigger than the difference between converting 16 tokens

rather than 15. Finally, please note that the more tokens are converted in

each period, the less tokens are saved for conversion in future periods. Please

note that, before period 15 (the last period) is reached, tokens not converted

will be saved for the next period. Savings will earn interest, thus increasing

the amount of tokens available in the following period. When period 15 (the

last period) is reached, any tokens left (that is, not converted) will be worth-

less.

Your payoff, at the end of the experiment, will be calculated on the deci-

sions you have made in ONE of the above mentioned ”sequences”. This

sequence will be randomly selected among the 2 played. This means that

your payment will be calculated based on the decisions you made during the

15 periods composing the randomly selected sequence. In particular, your

payment will be the conversion in Euros of the total amount of points earned

in the selected sequence, using a conversion rate of 2 Euros each 100 points.

Each member of the group will receive this payoff.

Periods

At the beginning of each period, you will be randomly assigned a number of

tokens. This number may be ”high” (15 tokens) or ”low” (5 tokens). You

have 50% chance of receiving one of the two. It is important to note that

the amount of tokens received in one period does not affect the chances of

getting the same or the other amount in any following period.

From period 1 to period 14, if you have any tokens saved, they will earn

interest, at the rate of 20% (r = 0.2). Savings plus interest accumulated will

increase the number of tokens available to the group in the following period.

Please remember that tokens not converted at the end of period 15 will be
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worthless. Table 2 (Appendix) is available to you, reporting some examples

of calculation of interest.

Groups and Decisions

During each sequence you will be paired with another participant but you

will not know his/her identity. This matching will be random. At the end of

the first sequence, of 15 periods, new groups will be composed for the second

sequence, using again random matching.

Participants matched with you in a group will never have the opportunity to

know your identity. During the experiment is absolutely forbidden to reveal

your identity to the other group member (or try to know the identity of other

participants).

At the beginning of each period you will be showed on the computer screen

the total of tokens available, consisting in:

1. Tokens earned in the period: 15 or 5

2. Tokens saved in the previous period (S)

3. Interest earned on savings: S x 0.2 (not rounded)

4. Tokens available for conversion rounded to the nearest integer (for ex-

ample, 3.4=3; 3.5=4 or 3.6=4): Tokens earned in the period (1.) +

Tokens saved in the previous period (2) + Interest earned on savings

(3.)

5. Total of points earned: sum of the points earned starting from period

1

Of course, in period 1 there will be no savings and no interest received, so

the number of tokens available to you will be equal to 15 or 5 tokens.
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In the same screen described above you will be asked to interact with the

other member of your group in order to make a decision. To do this the

following procedure will be employed:

1. You will have to take turns interacting with the other member

2. In the first period, one of the members of the group will be randomly

selected to start the interaction. In the periods following the first,

members will take turns initiating the interaction.

3. By pressing the button ”PROPOSE”, the member of the group who

begins the interaction will send his/her proposal to the other member

and conclude his/her turn. After this, he/she will have to wait the other

member of the group to send his/her decision (accept the proposal or

make a new one)

4. It will not be possible to make a group decision before 1 minute. How-

ever, during this time group members will be able to exchange proposals

of conversion. At the end of the 1 minute time limit, each member of

the group, during his/her turn, will also have the opportunity to con-

firm the proposal received, hence turning it into the group decision,

which is irrevocable. The period is concluded when one of the group

members confirms a proposal. Hence, the approval of the other member

is not required.

5. Members will be able to keep interacting up to a time limit of 3 minutes.

After this limit, if a group decision has not been made, the computer

will randomly select one of the two members making his/her proposal

the final decision of the group.

6. When the minimum time to make a group decision is over (1 minute),

if the member whose turn it is to start interacting has not sent any

proposal to his partner, the turn will automatically pass to the other

member of the group.

Rules of Group Interaction
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1. A group decision cannot be made before 1 minute since the start of

the current period. This means that even if an agreement is reached,

this decision cannot be confirmed before the minimum time limit of 1

minute is over.

2. On the screen used for group interaction, a calculator will be available

to you to verify the consequences of your choice. Depending on the

number of tokens entered, it is possible to see the related savings, in-

terest earned on savings in the next period and the number of points

earned from conversion.

3. A table, denominated ”Group decision: current proposals” will be

shown on screen. This table is composed of two rows containing the

conversion proposals of each member of the group together with the re-

lated consequences. Your row is indicated by blue coloured characters.

4. Below this table a box will be available to enter your proposal of con-

version, which may be confirmed by pressing the button ”PROPOSE”.

5. After 1 minute, that is, the minimum time allowed to make a group

decision, at each turn a button labeled ”CONFIRM” will be available.

By pressing this button the group decision will be recorded (becoming

irrevocable)

6. An instant messaging (IM) system will also be available and operative

from the beginning to the end of the period. To use the chat simply

write your message and press enter on the keyboard. This way, your

message will be sent to your partner. Each message will be recorded.

While using the chat system it is absolutely forbidden to:

(a) Communicate one’s identity in any way (name, student number,

nicknames, etc.)

(b) Ask other participants questions that could lead to the disclosure

of identifying information

(c) Use inappropriate language (insults, etc.)
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The experimenter will make sure that all the rules of chat usage are

respected. A violation of one of these rules will cause the cancellation

of the final payoff of the participant who committed the violation.

When the group decision has been made, the current period ends and a new

period begins.

Once the first 15-period sequence has been completed, the following sequence

will start. As explained above, the experiment involves making decisions

through 2 sequences.

At the end of each sequence a summary of the choices made during the 15

periods will be provided.

Earnings

When the 2 sequences have been completed, your payment will be deter-

mined. One sequence will be randomly selected and you will receive the

conversion in Euros of the total amount to points earned in the selected se-

quence.

If you have any questions, please raise your hand and an experimenter will

be happy to assist you.

Right after these instructions a short quiz testing your comprehension of the

experiment will take place followed by 3 minutes practice with the conversion

function and 3 minutes practice with the group-interaction system.
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E.4 Group Decision Making under Uncertainty64

Welcome!

This is an experiment on decision making. You will be making decisions

in cooperation with another participant whose identity will be unknown to

you. The experiment will last about 1 hour and a half. Please read these

instructions carefully as you have the chance to earn money depending on

your decisions. If you have any questions please raise your hand. The ex-

perimenter will answer in private. You are not allowed to talk to other

participants to the experiment.

The experiment consists of 2 independent ”sequences”, each one composed of

15 periods. Sequences are independent because there is no relation between

them. This means that your choices in one sequence will not influence future

sequences. However, please note that, within one sequence, your decision in

each period will influence subsequent periods (for example, your decision in

period 1 will have consequences for period 2 and so on).

During this experiment you will be part of a group composed of two indi-

viduals. The section ”Groups and Decisions” explains how groups will be

formed, how to interact within a group and reach a decision.

At the beginning of each period your group will receive an amount of tokens

that will be available to you. You have to decide how many tokens you want

to convert into points. You can convert a number of tokens between 0 and

the amount available to you. The conversion function of tokens to points is

reported in Figure 1 (Appendix). This figure shows graphically the conver-

sion of tokens to points in a continuous interval. You may also look at Table

1 (Appendix) where some examples of conversions are provided. Please note

that that the number of points obtained from the conversion increases as the

64The material referred to in the ”Appendix” is the same for all sets of instructions and
can be consulted in subsection 1 (Individual Decision Making under Risk).
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number of tokens converted increases; however, increments are realized at a

decreasing rate, that is, the difference in points obtained by converting 6 to-

kens rather than 5 is bigger than the difference between converting 16 tokens

rather than 15. Finally, please note that the more tokens are converted in

each period, the less tokens are saved for conversion in future periods. Please

note that, before period 15 (the last period) is reached, tokens not converted

will be saved for the next period. Savings will earn interest, thus increasing

the amount of tokens available in the following period. When period 15 (the

last period) is reached, any tokens left (that is, not converted) will be worth-

less.

Your payoff, at the end of the experiment, will be calculated on the deci-

sions you have made in ONE of the above mentioned ”sequences”. This

sequence will be randomly selected among the 2 played. This means that

your payment will be calculated based on the decisions you made during the

15 periods composing the randomly selected sequence. In particular, your

payment will be the conversion in Euros of the total amount of points earned

in the selected sequence, using a conversion rate of 2 Euros each 100 points.

Each member of the group will receive this payoff.

Periods

At the beginning of each period, you will be randomly assigned a number of

tokens. This number may be ”high” (15 tokens) or ”low” (5 tokens). The

probability of getting either of the two is unknown. It is important to note

that the amount of tokens received in one period does not affect the chances

of getting the same or the other amount in any following period. The number

of tokens will be determined by a draw from a non-see-through bag contain-

ing coloured balls. There are only two colours, however the number of balls

of either colour is unknown. A number of tokens (high or low) will be at-

tributed to each of the two colours. The draw will determine the number of

tokens for all participants in that period.
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From period 1 to period 14, if you have any tokens saved, they will earn

interest, at the rate of 20% (r = 0.2). Savings plus interest accumulated will

increase the number of tokens available to the group in the following period.

Please remember that tokens not converted at the end of period 15 will be

worthless. Table 2 (Appendix) is available to you, reporting some examples

of calculation of interest.

Groups and Decisions

During each sequence you will be paired with another participant but you

will not know his/her identity. This matching will be random. At the end of

the first sequence, of 15 periods, new groups will be composed for the second

sequence, using again random matching.

Participants matched with you in a group will never have the opportunity to

know your identity. During the experiment is absolutely forbidden to reveal

your identity to the other group member (or try to know the identity of other

participants).

At the beginning of each period you will be showed on the computer screen

the total of tokens available, consisting in:

1. Tokens earned in the period: 15 or 5

2. Tokens saved in the previous period (S)

3. Interest earned on savings: S x 0.2 (not rounded)

4. Tokens available for conversion rounded to the nearest integer (for ex-

ample, 3.4=3; 3.5=4 or 3.6=4): Tokens earned in the period (1.) +

Tokens saved in the previous period (2) + Interest earned on savings

(3.)

5. Total of points earned: sum of the points earned starting from period

1
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Of course, in period 1 there will be no savings and no interest received, so

the number of tokens available to you will be equal to 15 or 5 tokens.

In the same screen described above you will be asked to interact with the

other member of your group in order to make a decision. To do this the

following procedure will be employed:

1. You will have to take turns interacting with the other member

2. In the first period, one of the members of the group will be randomly

selected to start the interaction. In the periods following the first,

members will take turns initiating the interaction.

3. By pressing the button ”PROPOSE”, the member of the group who

begins the interaction will send his/her proposal to the other member

and conclude his/her turn. After this, he/she will have to wait the other

member of the group to send his/her decision (accept the proposal or

make a new one)

4. It will not be possible to make a group decision before 1 minute. How-

ever, during this time group members will be able to exchange proposals

of conversion. At the end of the 1 minute time limit, each member of

the group, during his/her turn, will also have the opportunity to con-

firm the proposal received, hence turning it into the group decision,

which is irrevocable. The period is concluded when one of the group

members confirms a proposal. Hence, the approval of the other member

is not required.

5. Members will be able to keep interacting up to a time limit of 3 minutes.

After this limit, if a group decision has not been made, the computer

will randomly select one of the two members making his/her proposal

the final decision of the group.

6. When the minimum time to make a group decision is over (1 minute),

if the member whose turn it is to start interacting has not sent any
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proposal to his partner, the turn will automatically pass to the other

member of the group.

Rules of Group Interaction

1. A group decision cannot be made before 1 minute since the start of

the current period. This means that even if an agreement is reached,

this decision cannot be confirmed before the minimum time limit of 1

minute is over.

2. On the screen used for group interaction, a calculator will be available

to you to verify the consequences of your choice. Depending on the

number of tokens entered, it is possible to see the related savings, in-

terest earned on savings in the next period and the number of points

earned from conversion.

3. A table, denominated ”Group decision: current proposals” will be

shown on screen. This table is composed of two rows containing the

conversion proposals of each member of the group together with the re-

lated consequences. Your row is indicated by blue coloured characters.

4. Below this table a box will be available to enter your proposal of con-

version, which may be confirmed by pressing the button ”PROPOSE”.

5. After 1 minute, that is, the minimum time allowed to make a group

decision, at each turn a button labeled ”CONFIRM” will be available.

By pressing this button the group decision will be recorded (becoming

irrevocable)

6. An instant messaging (IM) system will also be available and operative

from the beginning to the end of the period. To use the chat simply

write your message and press enter on the keyboard. This way, your

message will be sent to your partner. Each message will be recorded.

While using the chat system it is absolutely forbidden to:
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(a) Communicate one’s identity in any way (name, student number,

nicknames, etc.)

(b) Ask other participants questions that could lead to the disclosure

of identifying information

(c) Use inappropriate language (insults, etc.)

The experimenter will make sure that all the rules of chat usage are

respected. A violation of one of these rules will cause the cancellation

of the final payoff of the participant who committed the violation.

When the group decision has been made, the current period ends and a new

period begins.

Once the first 15-period sequence has been completed, the following sequence

will start. As explained above, the experiment involves making decisions

through 2 sequences.

At the end of each sequence a summary of the choices made during the 15

periods will be provided.

Earnings

When the 2 sequences have been completed, your payment will be deter-

mined. One sequence will be randomly selected and you will receive the

conversion in Euros of the total amount to points earned in the selected se-

quence.

If you have any questions, please raise your hand and an experimenter will

be happy to assist you.

Right after these instructions a short quiz testing your comprehension of the

experiment will take place followed by 3 minutes practice with the conversion

function and 3 minutes practice with the group-interaction system.
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